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Recently there has been an effort to add quantitative objectives to formal verification and synthesis. We
introduce and investigate the extension of temporal logics with quantitative atomic assertions.

At the heart of quantitative objectives lies the accumulation of values along a computation. It is often the
accumulated sum, as with energy objectives, or the accumulated average, as with mean-payoff objectives.
We investigate the extension of temporal logics with the prefiz-accumulation assertions Sum(v) > ¢ and
Avg(v) > ¢, where v is a numeric (or Boolean) variable of the system, ¢ is a constant rational number, and
Sum(v) and Avg(v) denote the accumulated sum and average of the values of v from the beginning of the
computation up to the current point in time. We also allow the path-accumulation assertions LimInfAvg(v) >
¢ and LimSupAvg(v) > ¢, referring to the average value along an entire infinite computation.

We study the border of decidability for such quantitative extensions of various temporal logics. In particu-
lar, we show that extending the fragment of CTL that has only the EX, EF, AX, and AG temporal modalities
with both prefix-accumulation assertions, or extending LTL with both path-accumulation assertions, result
in temporal logics whose model-checking problem is decidable. Moreover, the prefix-accumulation assertions
may be generalized with “controlled accumulation,” allowing, for example, to specify constraints on the av-
erage waiting time between a request and a grant. On the negative side, we show that this branching-time
logic is, in a sense, the maximal logic with one or both of the prefix-accumulation assertions that permits
a decidable model-checking procedure. Extending a temporal logic that has the EG or EU modalities, such
as CTL or LTL, makes the problem undecidable.

Categories and Subject Descriptors: F.1.1 [Computation by Abstract Devices]: Models of Computation—
Automata; F.1.2 [Computation by Abstract Devices]: Models of Computation—Alternation and nonde-
terminism; F.4.1 [Mathematical Logic and Formal Languages]: Mathematical Logic—Temporal logic;
F.4.3 [Mathematical Logic and Formal Languages]: Formal Languages

General Terms: Verification, Theory, Algorithms

Additional Key Words and Phrases: Formal verification, Model checking, Nondeterminism, Temporal Logic,
Specification, Accumulation.

1. INTRODUCTION

Traditionally, formal verification has focused on Boolean properties of systems, such
as “every request is eventually granted”. Temporal logics such as LTL and CTL, as
well as automata over infinite objects, have been studied as specification formalisms
to express such Boolean properties.
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In the last years we experience a growing need to extend specification formalisms
with quantitative aspects that can express properties such as “the average success-
rate is eventually above half”, “the total energy of a system is always positive”, or “the
long-run average of the costs is below 5”. Such quantitative aspects of specifications
are essential for systems that work in a resource-constrained environment (as an em-
bedded system).!

There has recently been a significant effort to study such quantitative-oriented spec-
ifications. The approach that has been mostly followed is to consider specific objectives,
as mean-payoff or energy-level, by means of weighted automata [Chatterjee et al. 2008;
Droste et al. 2009; Alur et al. 2009; Bloem et al. 2009]. No attention, however, has
been put in extending temporal logics to provide a general framework for quantitative-
oriented specifications. In this work, we introduce and investigate this direction.

When considering quantitative-objectives, one should distinguish between two dif-
ferent aspects. The first is extending the verified system to have numeric variables
rather than Boolean ones. The second is extending the specification language to han-
dle accumulative values of variables along a computation.

To understand the difference between the two issues, consider, for example, a Kripke
structure with a numeric variable “consumption” that gets a rational value rather than
a Boolean one. This alone is of no real interest, as numeric variables over a bounded
domain can be encoded by Boolean variables. Hence, one can easily express properties
like “the consumption in each state is at most 10” with standard temporal logic.

The main challenge in the quantitative setting is the second issue, namely the accu-
mulation of values. Here, one may wish to specify, for example, that the total consump-
tion, from the beginning of the computation up to the current point in time, is always
positive. Note that accumulation is interesting also for systems with only Boolean vari-
ables. For example, if the Boolean variable “active” holds exactly when a communica-
tion channel is active, one may wish to specify that the activity rate, namely the rate of
states in which active is valid, is always above half. It is not hard to see that properties
that involve accumulation cannot be specified using standard temporal logics. Indeed,
accumulation yields languages that are not w-regular.

The basic accumulation operators are summation and average. One may formalize
them by adding to temporal logics atomic assertions of the form v > +/, where v and
~" are arithmetic expressions that use atoms like Sum(v), Avg(v), and ¢, where v is
a numeric variable of the system, c is a constant rational number, and Sum(v) and
Avg(v) denote the accumulated sum and average of the values of v from the beginning
of the computation up to the current point in time. Example to basic atomic assertions
are Sum(v) > ¢ and Avg(v) > ¢, and one can also have expressions like Sum(v) >
2 - Sum(u) + 5. A natural question that arises is which temporal logics, if at all, can
be extended, and with which type of arithmetic expressions, while still allowing for a
decidable model-checking problem.

On the positive side, we show that the EF logic (also known as UB~) [Manna and
Pnueli 1979], which is the fragment of CTL with the EF, AG, EX, and AX temporal op-
erators, can be extended with a rich class of arithmetic expressions (we would formally
define it below), retaining decidability. We denote the extended logic by EF>. A simple
example of an EF* specification is given below.

1 Different classes of formalisms with quantitative aspects are real-time logic and automata [Alur and Hen-
zinger 1994], as well as logics that support probabilistic reasoning [Courcoubetis et al. 1991]. The contribu-
tions made in these areas are orthogonal to the quantitative aspects that are the subject of this work. Yet,
discrete real-time logics that count the number of steps turn out to be special cases of this work, as counting
steps can be done by controlled-accumulation. (For details, see Section 3.3.)
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Reliable system with energy constraint. Consider a system with a Boolean variable p
that is true when the system produces a correct output, and is false when the output
is erroneous. The system is reliable if in every computation, the average of correct
outputs is always at least 0.95. The system also has a numeric variable v that denotes
the energy level, and it must not reach a negative value. The required properties can
be specified in EF* by: AG(Avg(p) > 0.95 A Sum(v) > 0).

Moreover, we show that EF* can include a rich family of arithmetic expressions:
in the atomic assertions v > 4/, both sides can be linear combinations over Sum(v),
Avg(v), and ¢, as long as there is no comparison between summation and average. For
example, we can have Sum(u) — Sum(v) > 3 A Avg(u) > 2 - Avg(v), but the syntax does
not allow for Sum(v) > Avg(u). Moreover, the atomic assertions can have controlled
accumulation, allowing to control when and how the accumulation is done by means
of regular expressions. This enables, for example, to specify constraints on the aver-
age waiting time between a request and a grant, by accumulating the time-ticks of
definable transactions.

The decidability of the logic EF* has been a nice surprise for us. Due to the value
accumulation, the logic EF* has “memoryful semantics”: When we unwind the Kripke
structure to an infinite tree, the accumulation of values depends on the path taken
from the beginning of the computation (the root of the tree) and the current state. Ac-
cordingly, different occurrences of the same state may not agree on the set of atomic as-
sertions they satisfy, and hence may also disagree on the satisfaction of formulas. Stan-
dard temporal logics have a memoryless semantics, and model-checking algorithms for
them heavily depend on this fact. Handling of memoryful logics is much more challeng-
ing. For the non-accumulative setting, model checking of memoryful logics is possible
thanks to the fact that different histories can be partitioned into finitely many regular
languages [Kupferman and Vardi 2006]. In our accumulative setting, there is no bound
on the accumulative values and no finite partition is possible.

For that reason, the model-checking procedure is very different from standard
model-checking procedures of Kripke structures, and is based on a reduction to the
validity problem of a Presburger Arithmetic (PA) sentence. That is, given an EF> for-
mula ¢ and a Kripke structure K with numeric values, we generate a PA sentence 6,
such that K satisfies ¢ if and only if 6 is true. Note that reductions to PA formulas
are indeed common for solving various problems with counter machines and infinite
state systems [Cherniavsky 1976; Gurari and Ibarra 1979; Bultan et al. 1997; Seidl
et al. 2004], whereas solving common problems with energy and limit-average graphs
and games can be achieved in polynomial time [Chatterjee and Doyen 2012; Chatterjee
et al. 2010] and in the most general case in PSPACE [Velner 2012].

On the negative side, we show that EF” is, in a sense, the maximal extendable logic.
Extending a temporal logic that has either of the temporal operators EG, EU, ER or
EW results in a logic whose model-checking problem is undecidable. In particular, CTL
and LTL cannot be extended. The undecidability result applies already to an extension
with the atomic assertion Sum(v) > 0 or Avg(v) > 0, and holds even when restricting
attention to systems with only Boolean variables. The proof proceeds by a reduction
from the halting problem of counter machines. An open problem is whether a logic
with the, less standard, operators EFG and EGF (standing for “exists a computation
such that eventually-always and always-eventually”) can be extended, while retaining
decidability. Another open question is whether restricting attention to a single numeric
variable allows for decidable model checking.

The logic EF® considers prefix accumulation, accumulating a value from the begin-
ning of the computation up to the current point of time. It significantly enriches the
currently known energy-objectives and opens new directions for specifications with av-
erage values and timed-transactions. For path-accumulation assertions, in which the
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accumulation is done along the entire, infinite, computation, referring to the sum-
mation is usually useless, as it need not converge. Researchers thus consider dis-
counted accumulation [de Alfaro et al. 2005], or refer to the limit-average of the ac-
cumulated values. We therefore also study the extension of temporal logics with the
path-accumulation assertions LimInfAvg(v) > ¢ and LimSupAvg(v) > ¢, for a numeric
variable v and a constant number ¢, referring to the (infimum/supremum of the) long-
run average of v along an entire computation. We do not know of other extensions of
LTL that capture limit-average (mean-payoff) objectives.

As additional good news we show that LTL can be extended with the path-
accumulation assertions LimInfAvg(v) > ¢ and LimSupAvg(v) > ¢, denoted LTLI™*,
while allowing for a decidable model checking. This is indeed a nice surprise, as a
small fragment of LTL extended with the prefix-accumulation assertion Avg(v) > cis
undecidable. The extended logic LTL}"* significantly enriches the currently known
mean-payoff objectives. An example for a specification in LTL/*™* is given below.

Long run happiness. Consider a system with Boolean variables Wish and ComesTrue,
and numeric variables Income and Pleasure. A system is said to be happy if every wish
eventually comes true or the long run average of both the income and the pleasure are
positive. The required properties can be specified by the LTL"™* formula: G( Wish —
F(ComesTrue)) V LimInfAvg(Income) > 0 A LimInfAvg(Pleasure) > 0.

Related work. Weighted automata over semirings (i.e., finite automata in which
transitions are associated with weights taken from a semiring) have been used to de-
fine cost functions, called formal power series for finite words [Schiitzenberger 1961;
Kuich and Salomaa 1986] and w-series for infinite words [Culik II and Karhumaki
1994; Droste and Kuske 2003; Esik and Kuich 2004]. In [Chatterjee et al. 2008], new
classes of cost functions were studied using operations over rational numbers that
do not form a semiring. In [Alur et al. 2009], deterministic weighted automata with
mean-payoff objectives were further studied, providing closure under Boolean opera-
tions. Several other works have considered quantitative generalizations of languages,
over finite words [Droste and Gastin 2007], over trees [Droste et al. 2008], or using
finite lattices [Gurfinkel and Chechik 2003; Kupferman and Lustig 2007]. The work
of [Droste and Meinecke 2010] gives an extension of MSO to capture weighted mean-
payoff automata. All these works consider weighted automata and their expressive
power for quantitative specification languages. The extension of temporal logic with
accumulation assertions to express quantitative properties of systems has not been
considered before.

There are many works on model checking infinite-state systems and simple pro-
gramming languages [Gurari 1985; Bultan et al. 1997], yet none of which is equivalent
to the problem of model checking a quantitative Kripke structure. Checking prefix-
accumulation assertions on a quantitative Kripke structure resembles problems on
counter machines and is closely related to model checking Petri-nets (which are equiv-
alent to vector addition systems). However, while model checking is undecidable for
Petri-nets with respect to all relevant temporal logics [Esparza 1996], it turns out to
be decidable for quantitative Kripke structures with respect to the logic EF>. As the
halting problem is already undecidable for counter machines [Minsky 1967], various
restricted models were considered in the literature [Demri and Sangnier 2010; Goller
et al. 2012]. These models are often restricted to a single counter or are limited in the
number of times that a counter can alternate between positive and negative additives.
They differ from quantitative Kripke structures, which do not allow for 0-checks, but do
allow for non-determinism as well as for an arbitrary number of unrestricted numeric
variables. In addition, our specification language for model checking a quantitative
Kripke structure has assertions on the values of the numeric variables, as opposed
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to specifications on counter-machines and pushdown automata that commonly only
concern atomic propositions.

The model of turn-based games with mean-payoff and energy objectives have been
deeply studied in the literature [Zwick and Paterson 1996; Bjorklund et al. 2004;
Chakrabarti et al. 2003; Chatterjee et al. 2010]. These works focus on the extension
of energy and mean-payoff objectives from the Kripke structure models to game mod-
els. Our work, on the other hand, keep the model as a (quantitative) Kripke structure,
while extending the objective by means of temporal logic.

2. THE SETTINGS

In this section we define quantitative Kripke structures — our model for systems with
numeric variables, and introduce temporal logics that can specify quantitative aspects
of quantitative Kripke structures. Assertions that relate to the current value of a nu-
meric variable, as v > 7, are of no interest as they can be expressed in standard,
Boolean, temporal logic, by referring to the binary representation of v. We are inter-
ested, instead, in assertions like Sum(v) > 7, which refer to the accumulated value of v
from the beginning of the computation up to the current time position. Such assertions
are no longer w-regular.

Quantitative Kripke structure. In a Boolean Kripke structure, the variables (atomic
propositions) are assigned a Boolean value. Quantitative Kripke structures have both
Boolean and numeric variables, where the latter are assigned rational numbers. For-
mally, a quantitative Kripke Structure is a tuple £ = (P,V, S, s;,, R, L), with a finite
set of Boolean variables P, a finite set of numeric variables V, a finite set of states S,
an initial state s;, € 9, a total transition relation R C S x S and a labeling function
L:S =2 xqQV.

A computation of K is an infinite sequence of states m = mg, 71, ... such that 7y = s;,,
and (m;, m;+1) € R for every i > 0. We denote by inf(7) the set of states that = visits
infinitely often, that is inf(7) = {s € S | for infinitely many i € IN, we have that =; =
s}.

A quantitative Kripke structure may also have a fairness condition o, added as the
last element in its definition tuple. A Biichi (unconditional) fairness condition is a set
a C S, and a computation 7 is fair if inf(7) N« # 0.

We denote the labeling (value) of a Boolean variable p and of a numeric variable v
in a state s by [p]s € {T,F} and [v]s € Q, respectively. We often talk about Kripke
structures, meaning quantitative ones.

Extended temporal logics. We consider two kinds of assertions on accumulative val-
ues, for which the accumulation is done either along a prefix of a computation or on
the entire, infinite, computation. Let V' be a set of numeric variables.

— A prefix-accumulation assertion over V is of the form v > ~/, where v and +' are
linear arithmetic expressions defined over the atoms ¢ € Q, and Sum(v) or Avg(v)
for v € V. For example, Sum(v) > 4, Avg(v and Sum(v) > 2 Sum(u) + 5. A
single atomic assertion is not allowed to have botil Sum() and Avg() (while different
atomic-assertions in the same formula is fine).

—A path-accumulation assertion over V is of the form LimInfAvg(v) > ¢ or
LimSupAvg(v) > ¢, forv € V and c € Q.

Note that prefix-accumulation assertions allow to compare between two different
variables, while path-accumulation assertions do not.

We shall investigate the extension of both linear-time and branching-time logics
with prefix-accumulation assertions, and the extension of LTL with path-accumulation
assertions. For example, the logic CTL extended with prefix-accumulation assertions
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is denoted CTL* and has the following syntax. Let P and V be finite sets of Boolean
variables (atomic propositions) and numeric variables, respectively.

—A CTL® formula is p € P, a prefix-accumulation assertion over V, —p, ©; A
02, EXp, EFp, EGop, or o EU s, for CTLF formulas ¢, @1, and p,.

Of special interest would be the fragment of CTL with the EF and EX temporal
operators, in addition to the — and A Boolean operators, known in the literature as
the EF or UB~ logic [Manna and Pnueli 1979]. We shall denote its extension with
prefix-accumulation assertions by EF>.

The logic LTL extended with path-accumulation assertions is denoted LTL*">, and
has the following syntax, again with respect to sets P and V.

—An LTL* formula is p € P, a path-accumulation assertion over V, —p, ¢1 A
02, X, Fo, Gp or p,Upsy, for LTL™* formulas ¢, ¢; and ¢s.

The semantics of the extended logics is defined with respect to the computation tree
of a quantitative Kripke structure. Note that, due to the value accumulation, the ex-
tended logics have “memoryful semantics”, as opposed to the memoryless semantics
of standard CTL and LTL. This is why we define the semantics with respect to the
computation tree and not directly with respect to the Kripke structure. We thus start
with the definition of trees and computation trees.

Given a finite set D of directions, a D-tree is a set T' C D* such that if x-d € T, where
x € D* and d € D, then also = € T. The elements of T are called nodes, and the empty
word ¢ is the root of T'. The prefix relation induces a partial order < between nodes of
T. Thus, for two nodes x and y, we say that © < y iff there is some z € D* such that
y = x - z. For every x € T, the nodes z - d, for d € D, are the successors of x. A node is
a leaf if it has no successors. A path of T'is a minimal set 7 C T such that ¢ € 7 and
for every y € 7, either y is a leaf or there exists a unique d € D such that y - d € 7. A
path starting in a node x is a path of the subtree of 7" whose root is x. For a set 7, a
Z-labeled D-tree is a pair (T, 7) where T is a D-tree and 7 : T — Z maps each node of
T to an element in Z.

A Kripke structure K induces a computation tree (Ti, i) that corresponds to the
computations of K. (See an example in Fig. 1.) Formally, for a Kripke structure K =
(P,V,S, sin, R, L), we have that (Tx,7c) is a (2 x QV)-labeled S-tree, where state(z)
denotes the last state in a node x of T and 7ic(z) = L(state(x)).

As has been the case with states in K, we denote the labeling (value) of a Boolean
variable p and of a numeric variable v in a node = by [p], € {T.F} and [v]. € Q,
respectively.

For the path quantifiers and the temporal operators, the semantics is as in standard
temporal logic. Thus, F stands for “exists a computation”, A for “all computations”, X
for “next”, F for “eventually”, G for “always”, U for “until”, R for “release”, and W for
“weak until”. For example, in CTL", [E@U], = T in a node x of the computation tree,
iff there exists a path 7 = 21, 23, ..., with 1 = z, and an index i > 1 such that [¢],, =T
and for every 1 < j < i, we have [¢],, = T.

We define the prefix-accumulation values of a numeric variable v at a node z of the
computation tree as follows.

[Sum(v)]. = Z[[U]]u

y<z

~ [Sum(v)].
[Avg(v)]. = NEET
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N7
p
v=3
Sum(v) =3

Avg(v) =3

p -
v=-5 v :pl
Sum(v) = —2 Sum(v) = 4
Avg(v) = —1 Avg(v) = 2

Fig. 1. A quantitative Kripke structure K and its computation-tree 7.

The Sum and Avg functions can also be defined for a Boolean variable, by viewing it
as a numeric variable with F =0 and T = 1.

The limit-average value along an infinite computation path is intuitively the limit
of the average values of its prefixes. However, these average values need not converge,
thus a standard solution is to consider their infimum and supremum. We define the
path-accumulation values of a numeric variable v along a path 7 = z1, 25, ... of the
computation tree as follows.

— [LimInfAvg(v)], = nh_)rrgo inf{[Avg(v)]., | ¢ > n}
— [LimSupAvg(v)]» = nhﬂngo sup{[Avg(v)]s; | i > n}

For example, for the computation 7 = (s1s2)* of the Kripke structure in Fig. 1
we have that [LimInfAvg(v)]. is the limit of inf{2, 22, 1 =4 =L =6 =2 ?,. J=-1,
which is also [LimSupAvg(v)],. Note that the values of path-accumulation assertions
are indifferent to finite prefixes of w. Thus, for all suffixes ' of w, we have that
[LimInfAvg(v)]> = [LimInfAvg(v)]+ , and similarly for LimSupAvg. Accordingly, allowing
path-accumulation assertions within the scope of temporal operators does not add to
the expressive power of LTL}'*. Yet, we do allow it for convenience; one may prefer
to use, for example, the formula (p V LimInfAvg(v) > ¢)U(q V LimSupAvg(u) > ¢), rather

than the equivalent formula (LimSupAvg(u) > ¢) V ((LimInfAvg(v) > ¢) A F(q)) V pUg.

3. TEMPORAL LOGICS WITH PREFIX ACCUMULATION

In this section we consider temporal logics extended by prefix-accumulation assertions.
The central question is which of the standard temporal logics, if at all, can be extended
while still allowing for a decidable model checking.

One may notice that prefix accumulation takes us from the “comfort zone” of finite
state systems into the “hazardous” zone of infinite state systems. Indeed, it is closely
related to counter machines and makes our paradigm especially close to model check-
ing Petri-nets. Yet, while model checking is undecidable for Petri-nets and all relevant
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temporal logics [Esparza 1996], we show that it is decidable for quantitative Kripke
structures and specifications in the logic EF>. It also turns out that, in a sense, the
logic EF is the maximal one that can be extended with prefix accumulation.

In Section 3.1, we show the decidability of the model-checking problem for the logic
EFZ. In Section 3.3, we further extend EF* with assertions on controlled accumula-
tion, while retaining the above decidability. These assertions allow, for example, to
specify constraints on the average waiting time between a request and a grant. On
the other hand, we show in Section 3.4 that adding prefix-accumulation assertions to
a temporal logic with any of the other standard temporal operators (that is, EG, EU,
ER, or EW) makes the model-checking problem undecidable. In particular, extending
CTL and LTL makes them undecidable.

The Sum and Avg accumulations are inherently different, as the latter should “re-
member” the number of steps made, in addition to the total sum. Yet, one may ob-
serve that in our setting all the prefix-accumulation assertions can be expressed by
the Sum(v) > c assertion 2:

LEMMA 3.1. Consider a Kripke structure K and a specification ¢ in a temporal logic
with prefix-accumulation assertions. It is possible to obtain from K and ¢ a structure
K" and a specification ¢’ such that K' differs from K only in new numeric variables,
¢ differs from ¢ only in some of the prefix-accumulation assertions, all the prefix-
accumulation assertions in ¢’ are of the form Sum(v) > ¢, and K = ¢ iff K' = ¢'.

PROOF. Let u and v be numeric variables and c a rational constant. We obtain X’
and ¢’ as follows.

— For an expression Sum(v) + Sum(u), we add a new variable v/ to K’ that is assigned
the value [v']s = ([v]s & [u]s) in each state s of the Kripke structure. We then replace
Sum(v) £ Sum(u) by Sum(v’). An analogous treatment is given to Avg(v) + Avg(u).

— We replace an Avg(v) > Avg(u) assertion by Sum(v) > Sum(u).

— For a Sum(v) > Sum(u) assertion, we add a new variable v’ to K’ that is assigned the
value [v']s = ([v]s — [u]s) in each state s of the Kripke structure. We then replace
Sum(v) > Sum(u) by Sum(v’) > 0.

— For an Avg(v) > ¢ assertion, we add a new variable v’ to K’ that is assigned the value
[v']s = ([v]s — ¢) in each state s of the Kripke structure. We then replace Avg(v) > ¢
by Sum(v’) > 0.

It is easy to see that, in all nodes of the computation-tree, the original assertions are
valid iff the new ones are. Moreover, since the computation-trees of K and K’ are identi-
cal, up to the new variables, the assertion-equivalence extends to formula-equivalence
in all temporal logics. O

Note that the above translation between Avg and Sum assertions introduces new
numeric variables. Hence, if one considers restricted specifications that only allow for
a single numeric variable, Avg and Sum assertions are not mutually reducible.

3.1. Decidability

We show the decidability of the model-checking problem for the logic EF*. Given a
Kripke structure and a specification, we shall formulate their model-checking problem
by a Presburger arithmetic (PA) sentence, such that the sentence is true iff the Kripke
structure satisfies the specification. A part of the formulation goes along known tech-

niques, used for defining graph properties by PA formulas, such as a connected path
and a Parikh image [Parikh 1966; Ginsburg and Spanier 1966; Seidl et al. 2004].

2The Sum > c assertion can be switched to an Avg > 0 assertion, by setting an initial value of ¢ to v.
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Presburger Arithmetic. In 1929, Mojzesz Presburger formalized the first order theory
of the natural numbers with addition, and showed that it is consistent, complete and
decidable [Presburger 1929].

A PA formula is a first order formula with the constants 0 and 1 and the binary
function +. The PA theory has the following axioms:

—Vz.=2(0=x+1)

—Vz. (z+1l=y+1)—>ax=y
—Ve.z+0==x

—Vz,y. (z+y)+1l=z+(y+1)

In addition, the PA theory has the induction scheme: for every PA formula 6(z), we
have that if 0(0) A Vz(0(z) — 0(z + 1)), then Vy.0(y).

The syntax of PA formulas can be extended to contain inequality notions (<, >, <, >)
and rational coefficients. For example, having the statement 3zVy 3z — 2y < 3. The
latter can be translated to the sentence 3xVy3z —(z = 0) A3z + z = 8y + 2, maintaining
the original truth value.

The PA formulation, in a glance. For convenience, we shall view the Kripke structure
K as having the numeric values on the edges (transitions), rather than in the states.
The edges are named ey, e, . . ., e,,, and the value of a variable v on an edge ¢; is denoted
Vi.
We use the PA variables x1,x9,...,2, in correlation with the edges ey, eo,...,¢e,.
Intuitively, a finite path 7 of K induces an assignment to the PA variables, describ-
ing the number of times that each edge is repeated in 7. Using these variables, we
can translate, for example, the EF* formula EF(Sum(v) > 3) to the PA formula
dx1, 20, ..., Ty, Z?:l vixz; > 3, where v; is the value of the variable v on the edge e;.
This follows the approach used in formulating a Parikh image of an automaton [Parikh
1966; Seidl et al. 2004], where only the number of edge occurrences is counted, with-
out summing up variables, and the approach of [Kosaraju and Sullivan 1988], where
linear programming is used rather than Presburger arithmetic.

Note, however, that a valid assignment of the PA variables does not guarantee a
valid computation of the Kripke structure — the edge repetition need not match a con-
nected path. Nevertheless, path connectivity between two states can be defined by a
PA formula of length linear in the size of the graph [Seidl et al. 2004].

For handling nested quantifications, there would be a new set of PA variables for
every temporal quantifier, while the PA variables of the upper levels are added to the
summation. For example, EF(Sum(v) > 3 A =EF(Sum(u) = 0)) would be translated to
the PA formula 3z1,z2,..., 2. > iy vizs > 3A2(3y1, Y2, -+ Yn- Doiy wil@i + ) = 0).

The complete PA formula is built by a top-down translation of the EF* formula, such
that the starting state in an inner EF formula is taken to be the ending state of the
the upper-level formula.

In the rest of this section, we formalize this PA formulation and prove its correctness.

Moving the numeric values to the edges. It is a common practice to switch between
the values of the states and the edges, for example in the process of translating a
Kripke structure to an automaton. For convenience, we move the numeric variables to
the edges, while keeping the Boolean variables in the states.

The translation (see Fig. 2) adds a new state, sy, as the new initial state, and a
transition from s; to the original initial state. Every numeric variable v in a state s is
moved to all the incoming edges of s. The edges are named e, es, ..., ¢,, and the value
of a variable v on an edge ¢; is denoted v;.
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K

)

Fig. 2. The Kripke structure K and its equivalent structure Shift(K), having the numeric values on the
edges.

Given a Kripke structure K and a specification ¢, we translate K to Shift(K) as above,
and change the specification ¢ to Shift(¢), referring to the next state. In the case of a
linear-time specification, we define Shift(¢) as X¢ and with a branching-time speci-
fication, we define Shift(y) to be AXy or EX ¢ (since sy has a single successor, path
quantification is not important).

PRrROPOSITION 3.2. Consider a Kripke structure K and a temporal logic specification
. Then K = ¢ iff Shift(K) | Shift(p).

PA formulation of a connected path. We use known results on defining a connected
path by a PA formula [Parikh 1966; Ginsburg and Spanier 1966; Cherniavsky 1976;
Gurari and Ibarra 1979; Bultan et al. 1997; Seidl et al. 2004]. The following result
is proved in [Seidl et al. 2004], in the course of showing that the Parikh image of a
regular language is PA definable.

LEMMA 3.3. [Seidl et al. 2004] Consider a Kripke structure K with
states {si,...,8m} and edges {ei,es,...,en}t. Then there is a PA formula
Path(i, j,x1,22,...,2,) of length linear in n, such that Path is true for an assign-
ment i,j,%1,%2,...,%, Uff there is a path p from the state s, to the state s; and
Z1,To,...,%, correspond to the number of times that each edge e; is repeated in the
path p.

Translating temporal logic into Presburger arithmetic. We can now describe the for-
mulation of the model-checking problem for a Kripke structure K with states S and an
EF* formula ¢ by means of a PA formula. We do so by defining a recursive procedure,
Trans(&,i,Y), that gets as input an EF* formula ¢, a state number i, and a finite set
Y of n-tuples of PA variables, and returns a PA formula that is valid iff the state s;
of Shift(KC) satisfies £ under the assumption that s; has been reached along a path de-
scribed by Y (we formalize this below). Accordingly, model checking of ¢ in K is reduced
to checking the validity of Trans(Shift(), 0, 0), where s is the initial state of K.

Consider a set Y of n-tuples of PA variables, say Y = {(z},...,zL), ... (2h ... 2k}

We write > Y; as a shortcut for 2521 27 . In the procedure, we use Path for the formula
described in Lemma 3.3. All the PA quantifications use new PA variables.
The formula Trans(¢, s,Y") is defined according to the structure of ¢ as follows.

— Trans(—¢,s,Y) = —Trans(§, s,Y).

— Trans(&; A &a,8,Y) = Trans(&1,5,Y) A Trans(&2, 5, Y).

— Trans(p, s,Y) = [p]s, for an atomic proposition p.

— Trans(EF¢, s,Y) = 3t, @1, ..., x,. Path(s,t,x1,...,2,) ATrans(&, 6, Y U {(z1,...,2n)})-
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— Trans(EX¢, s,Y) = Trans(EFE, s, Y) A Y o, = 1.3
—Trans(Sum(v) > ¢,8,Y) = Y° (v;>.Y;) > ¢, where v; is the value of the Kripke-
variable v on the edge ¢;.

We shall now use Trans for the decidability of the model-checking problem.

THEOREM 3.4. Given a quantitative Kripke structure K and a specification o in
EF*, it is decidable to check whether K satisfies .

PROOF. We prove that the PA formula Trans(Shift(y),0,0) is valid iff Shift(K) E
Shift(y). By Proposition 3.2, the latter holds iff £ = ¢. The proof proceeds by induction
on the nesting level of temporal operators in (.

The base of the induction is a formula with a single temporal operator. In this case,
the translation correctness follows from Lemma 3.3 and the equivalence between the
interpretations of Sum in EF* and }_ in PA.

As for the induction step, it directly corresponds to the recursive step in the PA-
formulation procedure: setting the starting state of the inner subformula to be the
ending state of the upper level ensures a correct path, and the addition of the PA
variables of the upper level to the summation in the inner level ensures a proper cal-
culation of the accumulated variable values. O

Note that model checking an EF* formula is also decidable with respect to a quan-
titative Kripke structure with a fairness condition. The reason is that a fairness con-
dition only depends on computation suffixes, while an EF formula only depends on
computation prefixes. Indeed, consider a Kripke structure K with states S and a fair-
ness condition «. Let D C S be the “dead-end states” of I, from which no computation
of K satisfies o. Consider the Kripke structure K’ that is identical to the restriction of
K to S\ D, and has no fairness condition. Then, for an EF* formula of the form EF¢
(or £X¢), one can see that K has a fair computation that satisfies EF¢ iff K’ has a
computation that satisfies FF¢.

3.2. Complexity

The decidability proof presented in Section 3.1 reduces the problem of model check-
ing an EF* formula to the validity problem of a Presburger arithmetic formula. In
this section, we study the complexity of the model-checking problem in detail, showing
that the two problems are equivalent, complexity wise. We therefore have a triply-
exponential deterministic upper bound [Oppen 1978; Reddy and Loveland 1978], and
a doubly-exponential nondeterministic lower bound [Fischer and Rabin 1974]. More-
over, the lower bound of [Fischer and Rabin 1974] shows hardness in 2NEXPTIME,
thus, by the wide belief that non-deterministic algorithms can be exponentially faster
than deterministic ones, the triply-exponential upper bound cannot be significantly
improved.

Upper bound. The upper bound follows from the construction of Theorem 3.4 to-
gether with the algorithm of [Reddy and Loveland 1978] for checking the validity of a
PA formula. Formally, we have the following.

THEOREM 3.5. Model checking a Kripke structure with n edges and an EF* formula

of length | and nesting level d of EF operators, can be done in a deterministic time

. O(nx1)9(d)
complexity of 22 .

3The EX case may also be handed by a straightforward disjunction on the outgoing edges of s.
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PROOF. Given a Kripke structure with n edges and an EF* formula of length [ and
nesting level d of EF operators, the algorithm of Theorem 3.4 constructs a PA formula
of length in O(n x ) with quantifier nesting level d. By [Reddy and Loveland 1978],

200 upper bound for checking the validity of a PA formula of length a

O(nx1)O(d)
22

there is a 2

with nesting level b. Hence, we end up with a upper bound. O

Lower bound. We now proceed to the lower bound. We show a polynomial reduction
from the validity problem of a PA formula. That is, given a PA formula 7, we construct
in polynomial time an EF* formula ¢ and a Kripke structure K, such that ¢ is valid iff
K satisfies .

Intuitively, ¢ is the same as 7, except for replacing the logic existential quantifier 3
with the temporal existential quantifier EF. The Kripke structure K is constructed in
a way that follows the nesting hierarchy of the quantifiers in n: For every PA variable
x;, there is a state ¢; in K with a self loop, and a numeric variable v;, whose value is 1
in ¢; and 0 elsewhere. Instantiating n with a specific value m to z; is then equivalent
to taking a computation tree of K that loops m times in ¢;. A state ¢; has a transition to
a state ¢; iff the PA variable z; is in the scope of the PA variable z;. For ensuring that
a computation tree that satisfies ¢ indeed has the requested value of v; at the proper
levels of the quantifications, all transitions from a state ¢; go through a state ¢}, having
a Boolean variable b;, to which ¢ refers in the EF quantifier.

The reduction is formally defined below and is illustrated in Fig. 3. It is done in
three steps:

— Given a PA formula 7, we first translate it to a normal form, such that i) the variables
get unique names, x1, %2, .. ., T, and ii) every atomic proposition (which is originally
in the form of ¢t = s, for PA terms s and t), gets the form Zle a;r; = ¢, where a; and
c are integers. For simplicity, we refer to the normal-formed formula as 7, as well.

— The Kripke structure K is constructed as follows. For every variable z; of 7, K has
the states ¢; and ¢/, as well as the numeric variable v; and the Boolean variable b;.
The value of v; is 1 in ¢; and 0 everywhere else, and the value of b; is T in ¢; and F
everywhere else. For every 1 < i < k, there is a transition from ¢; to itself and to ¢/.
If a variable z; is in the topmost level (not in the scope of any other variable) then
¢; and ¢} are directly connected from the initial state of K. If a variable z; is in the
immediate scope of a variable x; (meaning that it is in the scope of 2; and there is no
variable z, for h & {i,j}, such that z; is in the scope of z;, and z;, is in the scope of
;) then there is a transition from the state g; to both ¢; and ¢/.

—The EF* formula ¢ is constructed with the following recursive procedure tr that
translates a PA formula into an EF* formula.
—tr(3a;.') = EF(b; A tr(n)));
—tr(ZfZl a;xr; =c¢) = Zle a;Sum(v;) = ¢;
—tr(_"I]l) = —|tr(771); and
—tr(m Ane) = tr(m) Atr(n2).

The correctness of the above construction is proved in the following lemma.

LEMMA 3.6. Consider a PA formula n of length n. There is a polynomial-time con-
struction of a quantitative Kripke structure K with O(n) states, and an EF* formula ¢
of length in O(n), such that 7 is valid iff K satisfies .

PRrROOF. We prove the correctness of the above construction by induction on the
structure of 7 and its corresponding Kripke structure K.
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Note that a subformula r’ of » may have some variables that are bound to quantifiers,
for example z3 and z4, and others that are unbound, for example z; and z,. We shall
express it by writing n/(z1, z2), meaning that x; and =5 are the parameters of 7.

Analogously to parameterized formulas, we introduce a “parameterized Kripke
structure” to be a quantitative Kripke structure, where some of the numeric variables
have no value in the initial state. The initial values of these variables are given as
parameters. For example, a parameterized Kripke structure X’ in which the numeric
variables v; and vy, are parameters is written K’'(v1,v2). Then, we instantiate K’ to
a standard (i.e., non-parameterized) quantitative Kripke structure by providing spe-
cific values to v; and v,. That is, K'(mq, m2), for some specific values m; and ms, is a
quantitative Kripke structure, where v; = m; and v, = m» in the initial state.

Having the notion of a parameterized Kripke structure, we can define the steps of
the inductive proof: For a subformula 7’ of 7, the corresponding parameterized Kripke
structure K’ is a substructure of K, having only states ¢; and ¢/ such that z; is bound in
7', as well as a new initial state. A variable v; has the value 0 in the initial state of K’ if
z; is bound in 7/, and it is a parameter of K’ otherwise. The new initial state of K’ has
transitions to all other top-level states of K’ (except for itself), meaning to states with
no other incoming transitions. We then show that for every tuple of values M, where
the size of M is the number of unbound variables in 7/, it holds that »'(M) is valid iff
K'(M) satisfies ¢'.

We now proceed to the induction proof itself. The base case is an atomic proposition
7' (x1,...,25) of n, in the form of Zle a;r; = c. The corresponding EF* formula ¢’ is

Zle a;Sum(v;) = ¢, and the corresponding Kripke structure K’ has a single state (the
new initial state), in which all the numeric variables are parameters. For every specific

The PA formula 7:
Jr.(-Fy. (z+x=2y+y+1+1A3z.2=y+y+3)AJy. 2y =2x)

The PA formula 7 in normal form:
Jz1.(—3x2. (221 — 3x2 = 2 A\ Jx3. — 2z + 23 = 3) A Jra. — 1 + 224 =0)

The EF* formula ¢:
EF(by A EF(ba A 2Sum(v1) — 3Sum(v2) = 2 A EF(bg A —2Sum(v2) + Sum(vsz) = 3))A
AEF (bs A —2Sum(v1) + Sum(v2) = 0))

The Kripke structure K:
ba
@

The equivalence: 7 is valid if and only if K satisfies ¢.

Fig. 3. A reduction from the validity problem of a Presburger-arithmetic formula to the model-checking
problem of a Kripke structure and an EF> formula.
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values my,...,my it holds that n'(mq,...,my) is valid iff K'(mq,...,my) satisfies ¢/,
since K’ has no transitions and for every 1 < i < k, Sum(v;) = m;.

In the induction step, we should handle the negation, the conjunction, and the exis-
tential quantifier.

The correctness with respect to negation is straightforward, since the Kripke struc-
ture does not change, and the semantics of negation is the same in Presburger arith-
metic and in EF*. That is, a PA formula —’ is valid iff 7/ is not valid and a Kripke
structure K’ satisfies an EF> formula —¢’ iff K does not satisfy ¢’. (Note that this is
true for a branching temporal logic, such as EF>, but not for a linear temporal logic.)

The case of a conjunction is more involved, since the Kripke structure might change.
Consider the formula 7' (X; U X3) = m1(X1) A 172(X2), where X; and X, are tuples of
unbound variables. Let ; and o, be the EF* formulas for 1, and 7, respectively, and
let K1 (V1) and K2 (V%) be the Kripke structures for 7, and 79, respectively, where V; and
V5 are tuples of numeric variables. Then, the Kripke structure for ', K'(V; U V3), has
all the states of K1 (V1) and K2 (V2), except for their initial states, and its initial state
has the parameterized numeric variables of both of them. For showing the correctness
of the construction, we should show that for every instantiations M; and M, of V] and
V5, respectively, it holds that ¢ is satisfied by K; (M) iff it is satisfied by K'(M7 U Ms),
and analogously for o, with respect to KC3(M3) and K'(M; U Ms). Indeed, this can be
shown by induction on the structure of ¢; (and analogously ;). The base case of the
induction, as well as the induction step with respect to negation and to conjunction is
straightforward. As for the induction step with respect to the existential quantifier, let
p1 = EF(b; A ), for some i € {1,...,k}. If Ky satisfies ¢; then so does K’, since its
computation tree includes K;’s computation tree. If ; does not satisfy ; then K also
cannot satisfy it, since all the states in its computation tree that are not a part of Ky’s
computation tree assign F to b;.

It is left to show the correctness with respect to the existential quantifier. Consider
the subformula »'(X) = Jz;.0"(X,2;), where i € {1,...,k} and X is a tuple of un-
bound variables. Let " and K”(V,v;) be the EF* formula and the Kripke structure,
respectively, for "/, where V is a tuple of numeric variables. The EF* formula ¢’, for
7', is defined by the above construction to be EF(b; A ¢”). The Kripke structure K,
for 1/, is the same as K", except for replacing the initial state of X" with the follow-
ing three states: a new initial state, having the numeric variables of V' as parameters,
from which there are transitions to ¢; and to ¢/. The outgoing transitions of £'’s initial
state are the outgoing transitions from ¢} in X’. Consider an instantiation of X and of
V with a tuple M of specific values. Now, if »’ (M) is valid, then there exists a value m
such that (M, m) is valid. By the induction assumption, K" (M, m) satisfies ¢”. Thus,
the following path p in K'(M) satisfies b; A ¢”: if m = 0 then p goes directly from the
initial state to ¢}, otherwise it goes to ¢;, makes m — 1 self loops and then goes to ¢.. The
computation tree starting in ¢} is the same as the computation tree of £”, thus satis-
fying . Therefore, K'(M) satisfies ¢’. As for the other direction, assume that K'(M)
satisfies ¢’. Then there exists a path p that satisfies (b; A ¢”). Since b; is true only in ¢},
it follows that p ends in ¢}, after making some m > 0 self loops in ¢;. Hence, K" (M, m)
satisfies ", and by the induction assumption 7" (M, m) is valid. Hence, n/(M) is valid.

O
COROLLARY 3.7. Model checking EF* is 2NEXPTIME-hard.

PROOF. Directly follows from Lemma 3.6 and the known lower bound for the valid-
ity problem of a Presburger arithmetic formula [Fischer and Rabin 1974]. O
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3.3. Controlled Accumulation

One may wish to have some control on when and how the accumulation is done, in
order, for example, to make assertions on the average waiting time between a request
and a grant. For the latter, we need the accumulative-sum of the time-ticks between
the requests and their corresponding grants, divided by the number of such request-
grant transactions.

Viewing the period between a request and a grant as a “transaction”, one may wish
to further generalize the accumulation with respect to transactions. For example, han-
dling discontinuous transactions, speaking about their average cost, and setting dif-
ferent importance values to their different occurrences.

All that, and more, can be done by adding the following controlled accumulation
atomic-assertion to the logic: cAvg(u,r1,v,r2) > ¢, for a numeric variable u, a positive
numeric variable v, regular expressions r; and 7, over 2°, and a constant c. The value
of a controlled average at a node z of the computation tree is defined as follows (we use
r(y) to indicate that the prefix y is a member in the language of the regular expression

7).

u
[cAvg(u,r1,v,72)]s = Z(ygm \ Tl(y))[[ ]]y
P | ) Y]y

Intuitively, r; indicates whether the current point in time is relevant to the transac-
tion, according to which we sum-up the costs u, while r; indicates a new transaction
occurrence. The value of v indicates the importance of the transaction-occurrence, de-
noting its influence on the averaging.

Note that the controlled average is undefined before the first true valuation of 5.
Indeed, there is no meaning to a transaction average before the first transaction occur-
rence.

Controlled-average can obviously express standard summation and averaging. In-
deed, for all nodes z, we have that

[Sum(u)]. = [cAvg(u,T,1,“First computation step”)]..
[Avg(u)]. = [cAvg(u,T,1,T)],

For example, the average waiting time between a request (denoted p) and a grant
(denoted ¢) over an alphabet ¥ can be defined by: cAvg(1,r1,1,72), where r1 = Z*p(X\
q)* describes all prefixes with a request that is not yet granted, and r, = (¢ + Z*¢) (2 \
p)*p) describes all prefixes in which a request that needs a grant has been issued.
Thus, cAvg(1,r1,1,72) is the sum of the waiting durations divided by the number of
requests. Another interesting special case is when r; = r, providing the ratio between
the summations of two variables.

Decidability. We show that adding controlled-average assertions to the logic EF>
preserves the decidability of the model-checking problem.

We first reduce the problem to model checking assertions of the form
cAvg(u,p1,v,p2) > ¢, for Boolean variables p; and p,. The semantics is the expected
one: the values of v and v are taken into an account only in states in which p; and
po are valid, respectively. In order to talk about p; and p, rather than r; and ro, we
refer to the product K x A; x A, of the Kripke structure K and the deterministic fi-
nite automata A; and A; for r; and ry, in which p; and p; are true in the accepting
states of A; and A,, respectively. (A product of a Kripke structure and an automa-
ton is formally described in Section 4.) Note that since A; and A, are deterministic,
then for every node x in the computation tree of K, there are unique states of .A; and
As that correspond to x, which we denote by A, (z) and Ax(z), respectively. It is easy
to see that [cAvg(u,ri,v,r2)]., for a node x in the computation tree of K is equal to
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[cAvg(u, p1,v,2)] (2,4, (2),4:(z)) N the computation tree of I x A; x Ay. Accordingly,
it is enough to show the decidability of controlled-accumulation assertions that use
Boolean variables instead of regular expressions.

Now, a controlled-average assertion with Boolean variables p and ¢, instead of reg-
ular expressions, can be reduced to an assertion of the form Sum(v) > 0, as follows.
Consider an assertion cAvg(u, p, v, q) > c¢. We define a new numeric variable v" with the
following value (for all states s):

0 if [p]s =F and [¢]s =F
W], = —cv  if[p]s =Fand [¢]s =T
s U if [p]s =T and [¢]s =F

u—cv 1f[[p]] =Tand [¢g]s =T

PrOPOSITION 3.8. Consider a Kripke structure K with a numeric variable u, a
positive numeric variable v and Boolean variables p and q. Let K' be a Kripke struc-
ture identical to K, up to having a new numeric variable v/, defined as above, for a
constant number c. Then, for every node x of the computation tree of K', we have that
cAvg(u,p,v,q) > ciff Sum(v') > 0.

PROOF. We have that:

[cAvg(u,r1,v,72)] > ¢ iff

Lyse | il o i
S ol =€ !
(y<z | [aly) Y

Dy<a | iy 2 <o [g,ltly) i
Dy<a | il — Xy<o | ) clvly > 0 iff
Doy<a V' 20 iff
[Sum(v')] > 0.

Oa

3.3.1. Comparing Between Two Controlled Accumulations. The logic EF* allows to compare
between two standard accumulations of the same kind, for example, Avg(uy) > Avg(us)
and Sum(v1) = Sum(vq). Yet, it only allows to compare a controlled accumulation

against a constant, for example cAvg(u;,T,us, T) = 5, which equals to gl‘m—gzlg = 5.

A natural question is whether EF* can be further extended to allow the compari-

son between two controlled accumulations, for example 232533 = 23:&2% It turns out

that such an extension leads to the undecidability of the model-checking problem. The
proof extends the construction as per Lemma 3.6, showing a reduction from the valid-
ity problem of Peano arithmetic, which is known to be undecidable [Gidel 1931], as
described below.

Peano arithmetic extends Presburger arithmetic by adding the multiplication func-
tion, x - y, to the signature of the first order formulas. An equivalent extension is
achieved by adding the ternary relation IsMultiply(z,y, 2) that is defined to be true
iff © - y = 2. Now, the construction as per Lemma 3.6 reduces the validity problem of
a Presburger arithmetic formula into the model-checking problem of a Kripke struc-
ture K and an EF* formula . By the construction, a variable 2 of the Presburger
formula is represented by Sum(v,) in the EF* formula. Extending EF* with a com-
parison between two controlled averages, allows to represent IsMultiply(x,y, z) by the
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assertion (Sum(v,) = 0) A (Sum(v.) = 0) V (=} = Sum(v,)), as it holds iff

(
Sum(v,) = Sum(v,) - Sum(v,), which holds iff z = = - y.

3.4. Undecidability

We show that the model-checking problem for extended logics that have the temporal
operators EG or EU (or their duals, AF or AR) is undecidable. This implies the unde-
cidability of the extension of all temporal logics that include or can be translated to
these operators. In particular, the model-checking problems for the extensions of CTL*
[Emerson and Halpern 1983], LTL [Pnueli 1977], RTL [Sistla and Zuck 1993], CTL
[Emerson and Clarke 1982], STL [Alur and Henzinger 1999], UB [Ben-Ari et al. 1983],
and EG [Ben-Ari et al. 1983] are all undecidable.

The proof is by a reduction from the halting problem of counter machines. Given a
counter machine M, we construct a Kripke structure K and a specification ¢ such that
K satisfies ¢ iff M halts. The proof goes along similar lines to those used for proving
the undecidability of model-checking Petri nets [Esparza 1996].

The intuitive explanation. A quantitative Kripke structure has the flavor of a counter
machine, in the sense that the states correspond to the counter machine command-
lines and the accumulated values to the counters. With two numeric variables, it is
possible to mimic two counters. The crucial difference is that a counter machine has
a conditional-jump command, in which it can check the counter values and branch
accordingly. In contrast, the transitions of a Kripke structure are not guarded by the
accumulated values.

Equipped with a suitable specification language, we can address this difference as
follows. The Kripke structure uses its nondeterminism and has two transitions from
each state associated with a conditional jump. These transitions can be taken regard-
less of the accumulated values. The specification, however, would limit attention to
computations of the Kripke structure in which transitions are taken properly. As we
show, this can be done using the G or U temporal operators. Below we describe the
reduction in detail.

Counter machines. An n-counter machine is a sequence of uniquely-labeled com-
mands, involving n counters. The counters are initialized to non-negative integers, or
equivalently, all are initialized to zero and their desired initial value is set by the first
machine commands. There are five command types, as demonstrated in Example 3.9.

Example 3.9. A machine with two counters, z and y. The machine adds the value
of z to y and nullifies «.

ly. if x = 0 then goto 15 else goto 1,

lo. xi=x—1

l3. y:=y+1

ly. gotoly

l5. halt

We refer to commands of the form if x = 0 then goto 15 else goto 1, as z-jumps. We
assume that the machine never reaches a line of the form x := x — 1 when the counter
x 18 zero. Since we can add a guarding x-jump before reducing the value of z, the
assumption does not lose generality.

The reduction. Given a two-counter machine M, we construct a Kripke structure
K and a specification ¢, such that K satisfies ¢ iff M does not halt. The values of
the Kripke structure variables are from {0,1, —1} and the specification only uses the
EG modality. The specification may either relate to the accumulative sum or to the
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accumulative average of K’s variables. An illustration of the reduction is given in Fig. 4,
with respect to the counter machine of Example 3.9.

For a two-counter machine M with n lines and the counters x and y, we define the
Kripke structure K = (P, V, S, s;n, R, L) as follows.

— P = {halt, z,,Tp,y.,yp}. The latter variables are used for denoting whether a counter,
for example z, should be zero (z.), or positive (z,), in a proper computation.

—V = {u, v}, corresponding to the = and y counters of M, respectively.
— S ={si|li e M} U{s},s!|l;is a conditional jump}.
— Sin — S1.
— R = {(ss, S;>v (i, S;I>v <S;v Sj>7 <S;I7 Sm) |

l; = if x = 0 then goto 1; else goto 1,}

U {(siysit1) | L e {x:=x+1,x:=x—1,

yi=y+1ly:=y-1}}

U {(si,s5) | li = goto 15}

Thus, the transitions follow the control of M, where each of the jumps in a conditional
jump command /; is partitioned into two transitions, visiting the intermediate states
s} (in case the jump is according to the case z = 0) or s (in case the jump is according
to the case x # 0).

— L: All values are F or 0, except for the following values, defined for all 1 < ¢ < n:

[uls; =1 if ; =x:=x+1;
[u]s;, = =1 if ; =x:=x—1;
[v]s; =1 if l;=y:=y+1;
[v]s;, = =1 if Li=y:=y—1;
[z.]sy = T if l;is an z jump;
[zp]sr = T if [; is an x jump;
ly:1s, = T if [;is ayjump;
[[yp]]s;’ =T if l; is ayjump;

[halt]s, = T if I, =halt.
Consider the following formulas.
Yproper = (xz — Sum(u) = 0) A (x, — Sum(u) # 0) A
(y> = Sum(v) = 0) A (yp — Sum(v) # 0).
¢ = EGWproper N —halt).
©" = Yproper EU halt.

Note that the specification can be equivalently defined using Avg() instead of Sum().

LEMMA 3.10. Given a counter machine M, let K, ¢, and ¢’ be as defined above.
Then, M does not halt iff K = ¢ iff K £ ¢'.

PROOF. The counter machine M is deterministic, having a single run. A computa-
tion of K simply follows the run of M, except for the conditional jumps, in which it has
nondeterminism. It may either follow the run of M (that is, in states s; of an z jump,
branch to s} or s according to the value of z) or violate it (that is, branch not according
to the value of z). Note that all the computations of K violate the run of M, except for
exactly one computation r that follows it. Hence, all computations of I, except for r, do
not satisfy ¢, while r satisfies ¢ iff M does not halt. Also, r satisfies ¢’ iff M halts. O

Since the operator GG can be expressed by the operator W (Weak Until), and similarly
for U and R (Release), Lemma 3.10 implies undecidability also for the EW and ER
modalities. Using negation, we get undecidability also for the extension of logics with
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Fig. 4. The Kripke structure corresponding to the counter machine of Example 3.9.

the AF, AR, AR, and AW modalities. It follows that the decidability result we have
seen in Section 3.1 for a logic with the modalities £F and FX is maximal. We conclude
that extending all the standard temporal logics with accumulative values, except for
the EF logic, makes the model-checking problem undecidable.

COROLLARY 3.11. The model-checking problem is undecidable for the temporal log-
ics CTL*, LTL , RTL, CTL, STL, UB, and EG, extended by the atomic assertion
Sum(v) > c.

3.5. Boolean Kripke Structures

Our setting considers a quantitative Kripke structure and a specification over its accu-
mulated values. One may consider a possibly simpler setting, where the Kripke struc-
ture is Boolean and the specification refers to the average of truth values. For an atomic
proposition p, let Avg(p) denote the average of truth values of p up to the current point
in time. We can then have specifications with new atomic assertions, like Avg(p) > 1.
Is there a temporal logic whose extension with such atomic assertions is decidable,
while its extension with respect to quantitative Kripke structures is undecidable? No.
The undecidability proofs of Section 3.4 also apply to the case of Boolean Kripke struc-
tures, by a small adaptation: Instead of having numerical variables v and v with values
{1,0,—1}, we can have atomic propositions p and ¢, and represent the numeric values
by —1 = FF, 0 = TF, and 1 = TT. For example, whenever there is a state in the quanti-
tative Kripke structure with « = 0 and v = 1, we produce two consecutive states in the
Boolean Kripke structure, one with p = T and ¢ = T and the other with p = Fand ¢ = T,
corresponding to TF for v = 0 and TT for v = 1. (The Boolean Kripke structure that
corresponds to the machine in Example 3.9 is shown in Fig. 5. Note that the original
states s1, ] and s{ were not doubled, unlike the other original states, due to a local
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Fig. 5. The Boolean Kripke structure corresponding to the counter machine of Example 3.9.

optimization.) The formula ¢ p,,per is adjusted accordingly as follows.

Yproper = (&2 = Ave(p) = 3) A (2, — Avg(p) # 5) A
1

(y- — Avg(q) = %) A yp = Avela) # 3)-

4. LTL WITH PATH ACCUMULATIONS

In this section, we show the decidability of model checking a quantitative Kripke struc-
ture and a specification given by an LTL}"* formula (an LTL formula extended by
path-accumulation assertions, as defined in Section 2). An example of such an extended
formula is:

FG(q) — ((LimSupAvg(u) = 5) V Gp A (LimInfAvg(v) > 4)).

Given an LTL/"* formula ¢, we shall consider its negation ¢ = —, and check
whether the given Kripke structure K has a computation that satisfies ¢. We do it
as follows:

— Translating ¢ to ¢’ = 1 Vo V...V, such that each ¢, is of the form y A&, where y is
a Boolean combination of limit-average assertions and ¢ is a standard LTL formula.

— For each disjunct x A &, checking whether K has a computation that satisfies £ A y.
We do this by translating ¢ to a nondeterministic Biichi automaton (NBW) A [Vardi
and Wolper 1986] and checking whether the product £ x A, which is a quantitative
Kripke structure with a fairness condition, has a fair computation that satisfies the
limit-average formula .

Below we describe the model-checking procedure in detail and prove its correctness.

Detaching limit-average assertions. Consider an LTL"™* formula ¢ with n limit-
average assertions, 61,...,0,. For b, € {T,F}, we use ¢(b1,...,b,) to denote the LTL

ACM Transactions on Computational Logic, Vol. V, No. N, Article A, Publication date: January YYYY.



Temporal Specifications with Accumulative Values A:21

formula obtained form ¢ by syntactically replacing all occurrences of the assertion 6;
by the truth value b;. Recall that path-accumulation assertions are interpreted with
respect to entire paths and their value is the same in all the suffixes of a path. There-
fore, for an LTL}""* formula ¢ with n limit-average assertions, 6, ...,6,,, the LTLI"">
formula ¢’ defined below is equivalent to .

o= [ 60 ANOA...NO, A H(T,T,...,T) |
V[ —01ANO02A...NO, N @F,T,...,T) ]

% :
V [0y A=0A...A=0, N oF,F,....F) ]

Note that in the formula ¢/, each disjunct is a conjunction of a standard LTL formula
and a Boolean combination of limit-average assertions. We refer to the latter as a limit-
average formula.

Now, since we check for the existence of a computation that satisfies ¢, each disjunct
of ¢’ can be checked separately. Therefore, we should only solve the problem of deciding
whether there is a computation satisfying x A £ for a limit-average formula y and a
standard LTL formula &. Before describing the solution, we recall the relevant theory
of automata on infinite words.

A nondeterministic Biichi automaton (NBW, for short) is A = (%, Q, ¢in, J, @), where
¥ is the input alphabet, @ is a finite set of states, ¢;, € @ is an initial states, §j : Q x X —
29 is a transition function, and o C Q is a set of accepting states. Arunr = rg, 71, - - of
Aonawordw = w;-wsy--- € ¥ is an infinite sequence of states such that o = ¢;,,, and
for every i > 0, we have that r, 1 € §(r;, w;11). The run r is accepting iff inf(r) N o # 0.
An automaton accepts a word if it has an accepting run on it. The language of an
automaton A, denoted L(.A), is the set of words that A accepts. Given an LTL formula
& over a set P of atomic propositions, it is possible to translate £ to an NBW A, over
the alphabet 2. For every word w € (2F)«, the NBW A has an accepting run on w iff
a computation that is labeled w satisfies ¢ [Vardi and Wolper 1986].

Consider a Kripke structure K = (P, V.S,s;,,R,L) and the NBW A4, =
(2P.Q, qin, 5, ). We define their product B = K x A as the fair Kripke structure B =
(B, V, S x Q,(Sin,qin), R, L', S x o), where R'({s,q), (s, q')) iff R(s,s’) and ¢’ € (q, [P]s),
and L’ is such that for every v € V,s € 5, and ¢ € @, we have [v] , = [v]s. Note
that A’s transitions correspond to the labeling of X’s Boolean variables, ensuring that
a word over which A runs is a labeling of K’s computation.

Checking for a fair computation with limit-average properties. Given a limit-average
formula y and quantitative Kripke structure K with a Biichi fairness condition, we
check whether K has a fair computation that satisfies x. The problem for Kripke struc-
tures without fairness was solved in [Alur et al. 2009]. (The paradigm in [Alur et al.
2009] is different from ours, as the limit-average formula there constitutes the ac-
ceptance conditions for the automata.) For extending the technique there to Kripke
structures with fairness, we first need the following lemma. It intuitively shows that
inserting infinitely, but negligibly, many constant values to a computation does not
change its limit-average values.

LEMMA 4.1. Consider an infinite computation © = x1,xo,... and a finite compu-
tation b= YL,Y2, - Yk with a numeric variable v absolutely bounded by a constant
c (that is, |[v]s,| < cand |[v]y,| < cforall i > 1 and 1 < j < k). Let 7' be the

infinite computation obtained from 7 by inserting j at positions {2 | i € N}. Then,
[LimInfAvg(v)]~ = [LimInfAvg(v)]. and [LimSupAvg(v)] = [LimSupAvg(v)]
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PROOF. Let @/ = z1,29,23,.... For showing that 7 and 7’ have the same limit-
average values, we define a surjective mapping p between the positions of 7’ and =,
J p(d)
such that p(j1) > p(j2) iff j1 > j2, and show that lim |Z£:‘;H”H” — Z?‘;‘z}[)”ﬂ’” | converges
to 0.

We denote the range of a function f by range(f) and define the functions Move : N —
IN, Next : IN — IN, and p : IN — IN as follows.
Move(j) = j+k-|{i|i € Nand 2" < j}|;
Next(j) = min{i | i € range(Move) and i > j}; and
p(j) = Move " (Next(j)).
Intuitively, every position of 7’ that originated in = is mapped by p to its original

position in 7, while a position of 7’ that originated in 1 is treated as the next position
of n’ that originated in 7.

j @) o
Now, for every j € N, we have that |Z£:j[[v]]zi - %&J[[)v]]“i < |C(J;(’;§J))|. Hence,

lim
j—o0

j O) o
|Z£:3H”H” — Zf:;‘zjﬂfﬂ‘ﬂ < lim |7c(-7p_(’;§-7))| =0, as required. O

We can now show how to adjust the emptiness algorithm of [Alur et al. 2009] for
handling the Biichi fairness condition.

LEMMA 4.2. Consider a quantitative Kripke structure B with a Biichi fairness con-
dition o. There is an algorithm to check whether B has a fair computation that satisfies
a limit-average formula x.

PROOF. In [Alur et al. 2009], the authors describe an algorithm to check whether a
Kripke structure K (without fairness) has a computation that satisfies a limit-average
formula x. The algorithm is based on a procedure ComponentCheck(M, x), which is
called in over every reachable maximally strongly connected component M of . It
is shown that ComponentCheck(M, x) = T iff there is a computation of M that satisfies
X. Since [LimInfAvg(v)]~ and [LimSupAvg(v)],, are indifferent to any finite prefix of =, it
follows that K has a computation that satisfies y iff some component M of K has such
a computation [Alur et al. 2009].

We claim that B has a fair computation satisfying y iff B has a maximally strongly
connected component M such that M N« # ) and ComponentCheck(M, x) = T.

Obviously, if B has no such component, then no computation of B can satisfy both
« and y. As for the other direction, assume that there is a component M with a state
s € M Na, such that ComponentCheck(M, x) = T. Let 7 be a computation of 5, such that
inf(r) C M and 7 satisfies x. If s € inf(r) then we are done. Otherwise, let s’ be a state
in inf(r), and let i be a finite cycle in M that visits both s and s'.

Consider the computation 7’ of B that is derived from 7 by inserting p. at the positions
{2¢] i € IN}. We have that 7 satisfies the Biichi condition «, as it visits s € « infinitely
often. In addition, by Lemma 4.1, the limit-average values of 7’ are the same as those
of w, thus 7" also satisfies the limit-average formula x, and we are done. 0O

We can thus conclude:
THEOREM 4.3. The model-checking problem for LTL}'™* is decidable.

Note that model checking an LTL}** formula is also decidable with respect to a
quantitative Kripke structure with a fairness condition. The reason is that the algo-
rithm already handles a Biichi condition, derived from the LTL formula, which can be
combined with the fairness condition of the Kripke structure. Also, since the model-
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checking procedure anyway translates the temporal-logic component to an NBW, we
can easily extend it to handle LTL{""* with a regular layer — one in which the path
formulas may also contain regular expressions.

Complexity. The algorithm in the proof of Lemma 4.2 requires time and space that
are exponential in the Kripke structure and doubly exponential in the LTL formula.
Yet, replacing this algorithm with techniques presented in [Kosaraju and Sullivan
1988; Velner and Rabinovich 2011; Velner 2012] allows for improved complexities, as
described below.

Consider a Kripke structure K with n states and an LTL/** formula of length m.
Recall that we translate the LTT/*> formula to a disjunction of up to 2 subformulas,
each of which is a conjunction of a standard LTL formula ¢ and a limit-average formula
x. Moreover, x is a conjunction of up to m limit-average assertions. Our model-checking
procedure iterates over the disjuncts, checking each of them separately. This is done
by translating £ to an NBW A with up to 2™ states, constructing the product of A
and K, which is a quantitative Kripke structure K’ with a Biichi fairness condition,
and checking whether K’ has a fair computation that satisfies y. By Lemma 4.1, the
problem reduces to checking whether K’ has some computation (not necessarily fair)
satisfying y. As with model checking of standard LTL formulas, the NBW A and the
product Kripke structure K’ can be constructed on-the-fly, using space that is polyno-
mial in the LTL formula.

In [Velner 2012], Velner studied the problem of deciding whether a Kripke structure
K’ has a computation that satisfies a conjunction of limit-average assertions, all of
which are of the form LimSupAvg(v) > 0 or LimInfAvg(v) > 0, for quantitative variables
v. It is shown in [Velner 2012] that the problem can be solved deterministically in time
that is polynomial in the number of states in K’, as well as non-deterministically in
space that is logarithmic in X’ and polynomial in the assertions. Our limit-average
formula y is richer in three aspects: i) it may have strict inequalities; ii) it allows
for <; and iii) it may have arbitrary constants, not only 0. The technique in [Vel-
ner 2012] can be extended to strict inequalities, as done in [Velner and Rabinovich
2011], which resolves aspect (i). For handling aspect (ii), one can add new quantitative
variables with corresponding weights. For example, LimSupAvg(v) > 5 is changed to
LimSupAvg(v') > 0, where v’ is a new variable, taking the value (v — 5) in all edges.
Finally, aspect (iii) can be solved by adding new variables that equal to the original
ones, but with an opposite sign, and replacing between LimSupAvg and LimInfAvg. For
example, LimSupAvg(v) < 0 is changed to LimInfAvg(v') > 0, where v’ is a new variable,
taking the value (—v) in all edges.

We can thus conclude with the following. Since LTL model checking is PSPACE-
complete, the complexities are tight.

PROPOSITION 4.4. Model-checking a Kripke structure with n states and an LTL"™>
formula of length m can be solved deterministically in time complexity that is polyno-
mial in n and exponential in m, as well as non-deterministically in space complexity
that is logarithmic in n and polynomial in m.
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