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#### Abstract

Modal transition systems (MTS) is a well-studied specification formalism of reactive systems supporting a step-wise refinement methodology. Despite its many advantages, the formalism as well as its currently known extensions are incapable of expressing some practically needed aspects in the refinement process like exclusive, conditional and persistent choices. We introduce a new model called parametric modal transition systems (PMTS) together with a general modal refinement notion that overcomes many of the limitations. We investigate the computational complexity of modal and thorough refinement checking on PMTS and its subclasses and provide a direct encoding of the modal refinement problem into quantified Boolean formulae, allowing us to employ state-of-the-art QBF solvers for modal refinement checking. The experiments we report on show that the feasibility of refinement checking is more influenced by the degree of nondeterminism rather than by the syntactic restrictions on the types of formulae allowed in the description of the PMTS.


## 1 Introduction

The specification formalism of Modal Transition Systems (MTS) [4, 42] grew out of a series of attempts to achieve a flexible and easy-to-use compositional development methodology for reactive systems. In fact, the formalism of MTS may be seen as a fragment of a temporal logic [9, 22], while having a behavioural semantics allowing for an easy composition with respect to process constructs.

[^0]In short, MTS are labelled transition systems equipped with two types of transitions: must transitions which are mandatory for any implementation, and may transitions which are optional for an implementation. Refinement of an MTS now essentially consists of iteratively resolving the unsettled status of may transitions: either by removing them or by turning them into must transitions.

It is well admitted (see e.g. [52]) that MTS and their extensions like disjunctive MTS (DMTS) 43], 1-selecting MTS (1MTS) [29] and transition systems with obligations (OTS) [12 provide strong support for a specification formalism allowing for step-wise refinement process. Moreover, the MTS formalisms have applications in other contexts, which include verification of product lines [33, 41, interface theories [52, 54] and modal abstractions in program analysis [31, 34, 48].

Unfortunately, all of these formalisms lack the capability to express some intuitive specification requirements like exclusive choice (either this option or that option but not both at the same time), conditional choice (under certain conditions an option is mandatory) and persistent choice (once we commit to some option, the same choice must be taken also everywhere else). In this paper, we extend considerably the expressiveness of MTS and its variants so that it can model arbitrary Boolean conditions on transitions and also allows to instantiate persistent transitions. Our model, called parametric modal transition systems (PMTS), is equipped with a finite set of parameters that are fixed prior to the instantiation of the transitions in the specification. The generalised notion of modal refinement is designed to handle the parametric extension and it specialises to the well-studied modal refinements on all the subclasses of our model like MTS, disjunctive MTS and MTS with obligations.

To the best of our knowledge, this is the first sound attempt to introduce persistence into a specification formalism based on modal transition systems. A related work by Fecher and Schmidt on 1-selecting MTS [29] allows to model exclusive-or and the authors briefly mention the desire to extend the formalism with persistence. However, as in detail explained in the appendix of [10, their definition does not capture the intended notion of persistence. Our formalism is in several aspects semantically more general and handles persistence in a complete and uniform manner.

Our contribution can be summarised as follows:

- In Section 2, we introduce the formalism of PMTS.
- Section 3 discusses several possible refinement notions and their relationship.
- In Section 4 we provide a comprehensive complexity characterisation of modal refinement checking on a number of practically relevant subclasses of PMTS. We show that the complexity ranges from P-completeness to $\Pi_{4}^{P}$-completeness, depending on the requested generality of the PMTS specifications on the left-hand and right-hand sides.
- In Section 5, due to the high complexity of modal refinement in many cases, we also focus on its practical complexity. We reduce modal refinement problems to satisfiability problems solvable directly by QBF solvers and perform preliminary experiments indicating that our solution scales well in the number of parameters.

Related work Over the years, many extensions of MTS have been proposed. While MTS can only specify whether or not a particular transition is required, some
extensions equip MTS with more general abilities to describe what combinations of transitions are possible. Disjunctive MTS (DMTS) [19, 43 can specify that at least one of a given set of transitions is present. One selecting MTS [29] allow to choose exactly one of them. Underspecified transition systems (UTS) 30 also allow disjunctions on may transitions. Transition systems with obligations (OTS) [12 can express positive Boolean combinations. The subclass of parameter-free PMTS we study in this paper covers all Boolean combination of transitions. The same holds for acceptance automata 50 and Boolean formulae with states [9, which both express the requirement by listing all possible sets instead of a Boolean formula. Parametric MTS (PMTS) introduced here add parameters on top of it, so that we can also express persistent choices of transitions and relate possible choices in different parts of a system. This way, one can model hardware dependencies of transitions and systems with prices [15].

There are various other approaches to deal with component refinements. They range from subtyping [44] over Java modelling language [35] to interface theories close to MTS such as interface automata [2, 45]. Similarly to MTS, interface automata are behavioural interfaces for components. However, their composition works very differently. Furthermore, their notion of refinement is based on alternating simulation [3], which has been proved in 40] strictly less expressive than MTS refinement. The compositionality of the combination of MTS and interface automata based on I/O automata [46] is further investigated in 51.

Further, alternatively to the design of correct software where an abstract verified MTS is transformed into a concrete implementation, one can consider checking correctness of software through abstracting a concrete implementation into a coarser system. The use of MTS as abstractions has been advocated e.g. in [31. While usually overapproximations (or underapproximations) of systems are constructed and thus only purely universal (or existential) properties can be checked, 31 shows that using MTS one can check mixed formulae (arbitrarily combining universal and existential properties) and, moreover, at the same cost as checking universal properties using traditional conservative abstractions. This advantage has been investigated also in the context of systems equivalent or closely related to MTS [24, 26, 27, 32, 34, 47] but parameters have not been used in this context.

The MTS framework has been extended not only with respect to the expressive power in the classical setting of automata, but also lifted to quantitative settings. This includes probabilistic systems [23] as well as various timed systems [7, 15, 20, 25, 28, 36] with clear applications in the embedded systems design. The MTS formalism can also be viewed as a fragment of mu-calculus that is "graphically representable" 9, 21. The graphical representability of a variant of alternating simulation called covariant-contravariant simulation has been recently studied in (1).

This article is an extended version of two conference papers [14, 38 with complete proofs and closing the open problems mentioned in [14].

## 2 Parametric Modal Transition Systems

In this section we present the formalism of parametric modal transition systems (PMTS), starting with a motivating example and continuing with the formal definitions, followed by the general notion of modal refinement.

### 2.1 Motivation

Modal transition systems and their extensions described in the literature are lacking the capability to express several specification requirements like exclusive, conditional and persistent choices. We shall now discuss these limitations on an example as a motivation for the introduction of parametric MTS formalism with general Boolean conditions in specification requirements.

Consider a simple specification of a traffic light controller that can be at any moment in one of the four predefined states: red, green, yellow or yellowRed. The requirements of the specification are: when green is on the traffic light it may either change to red or yellow and if it turned yellow it must go to red afterwards; when red is on it may either turn to green or yellowRed, and if it turned yellowRed (as is the case in some countries) it must go to green afterwards.

Figure 2.1a shows an obvious MTS specification (defined formally later on) of the proposed specification. The transitions in the standard MTS formalism are either of type may (optional transitions depicted as dashed lines) or must (required transitions depicted as solid lines). In Figure 2.1c. Figure 2.1d and Figure 2.1e we present three different implementations of the MTS specification where there are no more optional transitions. The implementation $I_{1}$ does not implement any may transition as it is a valid possibility to satisfy the specification $S_{1}$. Of course, in our concrete example, this means that the light is constantly green and it is clearly an undesirable behaviour that cannot be, however, easily avoided. The second implementation $I_{2}$ on the other hand implements all may transitions, again a legal implementation in the MTS methodology but not a desirable implementation of a traffic light as the next action is not always deterministically given. Finally, the implementation $I_{3}$ of $S_{1}$ illustrates the third problem with the MTS specifications, namely that the choices made in each turn are not persistent and the implementation alternates between entering yellow or not. None of these problems can be avoided when using the MTS formalism.

A more expressive formalism of disjunctive modal transition systems (DMTS) can overcome some of the above mentioned problems. A possible DMTS specification $S_{2}$ is depicted in Figure 2.1b Here the ready and stop transitions, as well as ready and go ones, are disjunctive, meaning that it is still optional which one is implemented but at least one of them must be present. Now the system $I_{1}$ in Figure $\sqrt{2.1 \mathrm{c}}$ is not a valid implementation of $S_{2}$ any more. Nevertheless, the undesirable implementations $I_{2}$ and $I_{3}$ are still possible and the modelling power of DMTS is insufficient to eliminate them.

Inspired by the recent notion of transition systems with obligations [12], we can model the traffic light using specification as a transition system with arbitrary ${ }^{11}$ obligation formulae. These formulae are Boolean propositions over the outgoing transitions from each state, whose satisfying assignments yield the allowed combinations of outgoing transitions. A possible specification called $S_{3}$ is given in Figure 2.1f and it uses the operation of exclusive-or (which is defined via negation). We will follow an agreement that whenever the obligation function for some node is not listed in the system description then it is implicitly understood as requiring all the available outgoing transitions to be present. Due to the use of exclusive-or in the obligation function, the transition systems $I_{1}$ and $I_{2}$ are not valid implementations

[^1]
(a) MTS specification $S_{1}$

(b) DMTS specification $S_{2}$
(c) Implementation $I_{1}$

(d) Implementation $I_{2}$

(e) Implementation $I_{3}$


Obligation function
$\Phi($ green $)=($ stop, red $) \oplus($ ready, yellow $)$ $\Phi($ red $)=($ go, green $) \oplus($ ready, yellowRed $)$
(f) Specification $S_{3}$


Parameters: $\{$ req YfromR, req $Y$ from $G\}$
Obligation function:
$\Phi($ green $)=(($ stop, red $) \oplus($ ready, yellow $))$ $\wedge($ req Yfrom $G \Leftrightarrow($ ready, yellow $))$
$\Phi($ red $)=(($ go, green $) \oplus($ ready, yellowRed $))$ $\wedge($ req YfromR $\Leftrightarrow($ ready, yellowRed $))$
(g) PMTS specification $S_{4}$

Fig. 2.1: Specifications and implementations of a traffic light controller
any more. Nevertheless, the implementation $I_{3}$ in Figure 2.1e cannot be avoided in this formalism either.

Finally, the problem with the alternating implementation $I_{3}$ is that we cannot enforce in any of the above mentioned formalisms a uniform (persistent) implementation of the same transitions in all its states. In order to overcome this problem, we propose the so-called parametric MTS where we can, moreover, choose persistently whether the transition to yellow is present or not via the use of parameters. The PMTS specification with two parameters reqYfromR and reqYfromG is shown in Figure 2.1 g Fixing a priori the (Boolean) values of the parameters makes the choices permanent in the whole implementation, hence we eliminate also the last problematic implementation $I_{3}$.

### 2.2 Definition of Parametric Modal Transition Systems

We shall now formally capture the intuition behind parametric MTS introduced above. First, we recall the standard propositional logic.

A Boolean formula over a set $X$ of atomic propositions is given by the following abstract syntax

$$
\varphi::=\mathbf{t t}|x| \neg \varphi|\varphi \wedge \psi| \varphi \vee \psi
$$

where $x$ ranges over $X$. The set of all Boolean formulae over the set $X$ is denoted by $\mathcal{B}(X)$. Let $\mu \subseteq X$ be a truth assignment, i.e. a set of variables with value true, then the satisfaction relation $\mu \models \varphi$ is given by $\mu \models \mathbf{t t}, \mu \models x$ iff $x \in \mu$, and the satisfaction of the remaining Boolean connectives is defined in the standard way. We also use the standard derived operators like exclusive-or $\varphi \oplus \psi=(\varphi \wedge \neg \psi) \vee(\neg \varphi \wedge \psi)$, implication $\varphi \Rightarrow \psi=\neg \varphi \vee \psi$ and equivalence $\varphi \Leftrightarrow \psi=(\neg \varphi \vee \psi) \wedge(\varphi \vee \neg \psi)$.

We can now proceed with the definition of parametric MTS.
Definition 2.1 A parametric $M T S$ (PMTS) over an action alphabet $\Sigma$ is a tuple $(S, T, P, \Phi)$ where $S$ is a set of states, $T \subseteq S \times \Sigma \times S$ is a transition relation, $P$ is a finite set of parameters, and $\Phi: S \rightarrow \mathcal{B}((\Sigma \times S) \cup P)$ is an obligation function over the atomic propositions containing outgoing transitions and parameters. We implicitly assume that whenever $(a, t)$ appears in $\Phi(s)$ then $(s, a, t) \in T$. By $T(s)=$ $\{(a, t) \mid(s, a, t) \in T\}$ we denote the set of all outgoing transitions of $s$.

Note that we are not explicitly pointing to any initial state in a given PMTS. In what follows, the initial states will be clear from the context. We also recall the agreement that whenever the obligation function for some node is not listed in the system description then it is implicitly understood as $\Phi(s)=\Lambda T(s)$, with the empty conjunction being tt.

We call a PMTS positive if, for all $s \in S$, any negation occurring in $\Phi(s)$ is applied only to a parameter. A PMTS is called parameter-free if $P=\emptyset$. We can now instantiate the previously studied specification formalisms as subclasses of PMTS.

## Definition 2.2 A PMTS is called

- a transition system with obligations (OTS) if it is parameter-free and positive,
- a disjunctive modal transition system (DMTS) if it is an OTS and $\Phi(s)$ is in the conjunctive normal form for all $s \in S$,
- a modal transition system (MTS) if it is a DMTS and $\Phi(s)$ is a conjunction of positive literals (transitions) for all $s \in S$, and
- an implementation (or simply a labelled transition system) if it is an MTS and $\Phi(s)=\bigwedge T(s)$ for all $s \in S$.

Note that positive PMTS, despite the absence of a general negation and the impossibility to define for example exclusive-or, can still express useful requirements like $\Phi(s)=p \Rightarrow(a, t) \wedge \neg p \Rightarrow(b, u)$ requiring in a state $s$ a conditional presence of certain transitions. Even more interestingly, we can enforce binding of actions in different states, thus ensuring certain functionality. Take a simple two state-example: $\Phi(s)=p \Rightarrow($ request,$t)$ and $\Phi(t)=p \Rightarrow($ response, $s)$.

### 2.3 Modal Refinement

A fundamental advantage of MTS-based formalisms is the presence of modal refinement that allows for a step-wise system design (see e.g. [4]). We shall now provide such a refinement notion for our general PMTS model so that it will specialise to the well-studied refinement notions on its subclasses. In the definition, the parameters are fixed first (persistence) followed by all valid choices modulo the fixed parameters that now behave as constants.

First we set the following notation. Let $(S, T, P, \Phi)$ be a PMTS and $\mu \subseteq P$ be a truth assignment for parameters. For $s \in S$, we denote by

$$
\operatorname{Tran}_{\mu}(s)=\{E \subseteq T(s) \mid E \cup \mu \models \Phi(s)\}
$$

the set of all admissible sets of transitions from $s$ under the fixed truth values of the parameters. For example, if $\mu=\{$ req $Y$ from $R\}$ in the right-most specification in Figure 2.2 then $\operatorname{Tran}_{\mu}($ green $)=\{\{($ stop, red $)\}\}$ and $\operatorname{Tran}_{\mu}($ red $)=$ $\{\{($ ready, yellowRed $)\}\}$.

We can now define the notion of modal refinement between PMTS.
Definition 2.3 (Modal Refinement) Let $\left(S_{1}, T_{1}, P_{1}, \Phi_{1}\right)$ and $\left(S_{2}, T_{2}, P_{2}, \Phi_{2}\right)$ be two PMTSs. Let further $\mu \subseteq P_{1}$ and $\nu \subseteq P_{2}$. A binary relation $R \subseteq S_{1} \times S_{2}$ is a modal refinement respecting $\mu$ and $\nu$ if for every $(s, t) \in R$ holds

$$
\begin{aligned}
\forall M \in \operatorname{Tran}_{\mu}(s): \exists N \in \operatorname{Tran}_{\nu}(t): & \forall\left(a, s^{\prime}\right) \in M: \exists\left(a, t^{\prime}\right) \in N:\left(s^{\prime}, t^{\prime}\right) \in R \wedge \\
& \forall\left(a, t^{\prime}\right) \in N: \exists\left(a, s^{\prime}\right) \in M:\left(s^{\prime}, t^{\prime}\right) \in R .
\end{aligned}
$$

We say that $s$ modally refines $t$, denoted by $s \leq_{\mathrm{m}} t$, if for each $\mu \subseteq P_{1}$ there exists $\nu \subseteq P_{2}$ and a modal refinement $R$ respecting $\mu$ and $\nu$ such that $(s, t) \in R$.
Example 2.4 Consider the rightmost PMTS in Figure 2.2. It has two parameters req Yfrom $G$ and req Yfrom $R$ whose values can be set independently and it can be refined by the system in the middle of the figure having only one parameter req $Y$. This single parameter simply binds the two original parameters to the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all. Notice that there are in principle infinitely many implementations of the system in the middle, however, they are all bisimilar to either of the two implementations depicted on the left of Figure 2.2

In what follows, we shall investigate the complexity of positive subclasses of PMTS. For this reason we prove the following lemma showing how the definition of modal refinement can be simplified in this particular case.

We shall first realise that in positive PMTS and for any truth assignment $\mu$, $\operatorname{Tran}_{\mu}(s)$ is upward closed, meaning that if $M \in \operatorname{Tran}_{\mu}(s)$ and $M \subseteq M^{\prime} \subseteq T(s)$ then $M^{\prime} \in \operatorname{Tran}_{\mu}(s)$.

Lemma 2.5 Consider Definition 2.3 where the right-hand side PMTS is positive. Now the condition in Definition 2.3 can be equivalently rewritten as a conjunction of conditions (2.1) and 2.2

$$
\begin{align*}
& \forall M \in \operatorname{Tran}_{\mu}(s): \forall\left(a, s^{\prime}\right) \in M: \exists\left(a, t^{\prime}\right) \in T(t):\left(s^{\prime}, t^{\prime}\right) \in R  \tag{2.1}\\
& \forall M \in \operatorname{Tran}_{\mu}(s): \operatorname{match}_{t}(M) \in \operatorname{Tran}_{\nu}(t) \tag{2.2}
\end{align*}
$$



Fig. 2.2: Example of modal refinement
where $\operatorname{match}_{t}(M)$ denotes the set $\left\{\left(a, t^{\prime}\right) \in T(t) \mid \exists\left(a, s^{\prime}\right) \in M:\left(s^{\prime}, t^{\prime}\right) \in R\right\}$. If the left-hand side PMTS is moreover positive too, Condition (2.1) is equivalent to

$$
\begin{equation*}
\forall\left(a, s^{\prime}\right) \in T(s): \exists\left(a, t^{\prime}\right) \in T(t):\left(s^{\prime}, t^{\prime}\right) \in R . \tag{2.3}
\end{equation*}
$$

Proof We shall first argue that the condition of modal refinement is equivalent to the conjunction of Conditions (2.4) and (2.5).

$$
\begin{align*}
& \forall M \in \operatorname{Tran}_{\mu}(s): \exists N \in \operatorname{Tran}_{\nu}(t): \forall\left(a, s^{\prime}\right) \in M: \exists\left(a, t^{\prime}\right) \in N:\left(s^{\prime}, t^{\prime}\right) \in R  \tag{2.4}\\
& \forall M \in \operatorname{Tran}_{\mu}(s): \exists N \in \operatorname{Tran}_{\nu}(t): \forall\left(a, t^{\prime}\right) \in N: \exists\left(a, s^{\prime}\right) \in M:\left(s^{\prime}, t^{\prime}\right) \in R \tag{2.5}
\end{align*}
$$

Let $\mu, \nu, R, s$ and $t$ be fixed. Definition 2.3 trivially implies both Conditions (2.4) and 2.5 . We now prove that 2.4 and 2.5 imply the condition in Definition 2.3

Let $M \in \operatorname{Tran}_{\mu}(s)$ be arbitrary. There is some $N_{1} \in \operatorname{Tran}_{\nu}(t)$ satisfying (2.4) and some $N_{2} \in \operatorname{Tran}_{\nu}(t)$ satisfying (2.5). Let now $N_{1}^{\prime}=\left\{\left(a, t^{\prime}\right) \in N_{1} \mid \exists\left(a, s^{\prime}\right) \in\right.$ $\left.M:\left(s^{\prime}, t^{\prime}\right) \in R\right\}$. Consider $N=N_{1}^{\prime} \cup N_{2}$. Clearly, as $\operatorname{Tran}_{\nu}(t)$ is upward closed, $N \in \operatorname{Tran}_{\nu}(t)$. Moreover, due to Condition (2.4) for every $\left(a, s^{\prime}\right) \in M$ we have some $\left(a, t^{\prime}\right) \in N_{1}$ such that $\left(s^{\prime}, t^{\prime}\right) \in R$. Clearly, $\left(a, t^{\prime}\right) \in N_{1}^{\prime}$ and thus also in $N$.

Now let $\left(a, t^{\prime}\right) \in N$ be arbitrary. If $\left(a, t^{\prime}\right) \in N_{2}$, due to Condition 2.5 we have some $\left(a, s^{\prime}\right) \in M$ such that $\left(s^{\prime}, t^{\prime}\right) \in R$. If $\left(a, t^{\prime}\right) \notin N_{2}$ then $\left(a, t^{\prime}\right) \in N_{1}^{\prime}$. The existence of $\left(a, s^{\prime}\right) \in M$ such that $\left(s^{\prime}, t^{\prime}\right) \in R$ is then guaranteed by the definition of $N_{1}^{\prime}$.

Let us now proceed with proving the claims of the lemma. Condition (2.4) is trivially equivalent to (2.1) since $\operatorname{Tran}_{\nu}(t)$ is upward closed. Condition (2.5) is equivalent to $(2.2)$. Indeed, 2.2 clearly implies 2.5 and we show that also (2.5) implies (2.2). Let $M$ be arbitrary. We then have some $N$ satisfying (2.5). Clearly, $N \subseteq \operatorname{match}_{t}(M)$. Since $\operatorname{Tran}_{\nu}(t)$ is upward closed, $N \in \operatorname{Tran}_{\nu}(t)$ implies $\operatorname{match}_{t}(M) \in \operatorname{Tran}_{\nu}(t)$. Due to the upward closeness of both $\operatorname{Tran}_{\mu}(s)$ and $\operatorname{Tran}_{\nu}(t)$ in the case of a positive left-hand side, the equivalence of (2.1) and (2.3) follows.

Theorem 2.6 Modal refinement as defined on PMTS coincides with the standard modal refinement notions on MTS, DMTS and OTS. On implementations it coincides with bisimulation.

Proof The fact that Definition 2.3 coincides with modal refinement on OTS as defined in $[12$ is a straightforward corollary of Lemma 2.5 and its proof. Indeed, the two conditions given in [12 are exactly conditions 2.3) and (2.5). As the definition of modal refinement on OTS coincides with modal refinement on DMTS (as shown in [12]) and thus also on MTS, the proof is done.

However, for the reader's convenience, we present a direct proof that Definition 2.3 coincides with modal refinement on MTS. Assume a parameter-free PMTS ( $S, T, \emptyset, \Phi$ ) where $\Phi(s)$ is a conjunction of transitions for all $s \in S$, in other words it is a standard MTS where the must transitions are listed in the conjunction and the may transitions are simply present in the underlying transition system but not necessarily a part of the conjunction. Observe that every transition $(s, a, t) \in T$ is contained in some $M \in \operatorname{Tran}_{\emptyset}(s)$. Further, each must transition $(s, a, t) \in T$ is contained in all $M \in \operatorname{Tran}_{\emptyset}(s)$. Therefore, the first conjunct in Definition 2.3 requires that for all may transition from $s$ there be a corresponding one from $t$ with the successors in the refinement relation. Similarly, the second conjunct now requires that for all must transitions from $t$ there be a corresponding must transition from $s$. This is exactly the standard notion of modal refinement as introduced in [42].

## 3 Thorough Refinement

While modal refinement is defined syntactically, there is also a corresponding notion defined semantically, the so-called thorough refinement as studied e.g. in [5, 13, 16, [17. From a semantical point of view, a state $s$ of a PMTS may be seen to denote the set of its implementations, i.e.

$$
\llbracket s \rrbracket:=\left\{i \mid i \text { is an implementation and } i \leq_{\mathrm{m}} s\right\} .
$$

We can now give the definition of a thorough refinement based on the set inclusion of all possible implementations.

Definition 3.1 (Thorough Refinement) For PMTS states $s$ and $t$, we say that $s$ thoroughly refines $t$, written $s \leq_{\mathrm{t}} t$, if $\llbracket s \rrbracket \subseteq \llbracket t \rrbracket$.

We discuss the relationship of the two refinements. Firstly, the modal refinement is a sound approximation to the thorough refinement.

Proposition 3.2 Let $s$ and $t$ be PMTS states. If $s \leq_{\mathrm{m}} t$ then $s \leq_{\mathrm{t}} t$.
Proof For any $i \in \llbracket s \rrbracket$, we have $i \leq_{\mathrm{m}} s$ and due to transitivity of $\leq_{\mathrm{m}}, i \leq_{\mathrm{m}} s \leq_{\mathrm{m}} t$ implies $i \leq_{\mathrm{m}} t$, hence $i \in \llbracket t \rrbracket$.

The converse does not hold even for MTS as shown in the following classical example [18] where $s_{0} \leq_{\mathrm{t}} t_{0}$, but $s_{0} \not \mathbb{Z}_{\mathrm{m}} t_{0}$.


Let us now consider the subclass of deterministic PMTS. A PMTS $(S, T, P, \Phi)$ is deterministic if for every $(s, a, t),\left(s, a, t^{\prime}\right) \in T$ we have $t=t^{\prime}$. Provided that the refined MTS is deterministic, the approximation of thorough refinement via a modal refinement is now also complete [18]. This property holds even for parameter-free PMTS, as formulated in the next proposition, and it is a useful observation as deterministic systems often appear in practice [18] and checking modal refinement is-as we shall see later-computationally easier than the thorough refinement.

Proposition 3.3 Let $s_{0}$ be a PMTS state and $t_{0}$ a deterministic parameter-free PMTS state. If $s_{0} \leq_{\mathrm{t}} t_{0}$ then $s_{0} \leq_{\mathrm{m}} t_{0}$.

Proof In this proof, we use the notation $\widehat{T}(s)=\bigcup \operatorname{Tran}_{\mu}(s)$. We now fix a valuation $\mu$ of parameters and define a relation $R$ that satisfies the condition of Definition 2.3 . The relation $R$ is taken as the smallest relation such that $\left(s_{0}, t_{0}\right) \in R$ and whenever $(s, t) \in R,\left(a, s^{\prime}\right) \in \widehat{T}(s)$ and $\left(t, a, t^{\prime}\right) \in T$ then also $\left(s^{\prime}, t^{\prime}\right) \in R$. Before we prove that $R$ satisfies the conditions, we make the claim that $(s, t) \in R$ implies $s \leq_{\mathrm{t}} t$. Clearly, this holds for $\left(s_{0}, t_{0}\right)$. Suppose now that $s \leq_{\mathrm{t}} t,\left(a, s^{\prime}\right) \in \widehat{T}(s),\left(t, a, t^{\prime}\right) \in T$ and $i^{\prime}$ is an arbitrary implementation of $s^{\prime}$. Then there exists an implementation $i \in \llbracket s \rrbracket$ such that $i \xrightarrow{a} i^{\prime}$. But as $s \leq_{\mathrm{t}} t, i$ is also an implementation of $t$. Therefore, as $t$ is deterministic, $i^{\prime}$ is an implementation of $t^{\prime}$, thus $s^{\prime} \leq_{\mathrm{t}} t^{\prime}$. We can now check that $R$ satisfies the condition of Definition 2.3. Let $(s, t) \in R$ and $M \in \operatorname{Tran}_{\mu}(s)$. Define $A:=\left\{a \mid \exists s^{\prime}:\left(a, s^{\prime}\right) \in M\right\}$. There is an implementation $i$ with exactly transitions under $A$. Moreover, according to the assumption it is also an implementation of $t$. Hence $N:=\left\{\left(a, t^{\prime}\right) \mid\left(t, a, t^{\prime}\right) \in T \wedge a \in A\right\}$ is an element of $\operatorname{Tran}_{\emptyset}(t)$. The two conjuncts then clearly hold by the construction of $R$.

However, the completeness fails if the refined system is deterministic but with parameters.

Example 3.4 Consider a parameter-free PMTS, in fact in this case it is sufficient to use only an MTS, $\left(\left\{s_{0}, s_{1}\right\},\left\{\left(s_{0}, a, s_{1}\right)\right\}, \emptyset,\left\{s_{0} \mapsto \mathbf{t t}, s_{1} \mapsto \mathbf{t t}\right\}\right)$ where we use the standard MTS notation, and a deterministic PMTS $\left(\left\{t_{0}, t_{1}\right\},\left\{\left(t_{0}, a, t_{1}\right)\right\},\{p\},\left\{t_{0} \mapsto\right.\right.$ $a \Leftrightarrow p, t \mapsto \mathbf{t t}\})$ below. Obviously $\llbracket s_{0} \rrbracket=\llbracket t_{0} \rrbracket$ contains the implementations with no transitions or one step $a$-transitions. Although $s_{0} \leq_{\mathrm{t}} t_{0}$, we do not have $s_{0} \leq_{\mathrm{m}} t_{0}$ as we cannot match with any valuation of $p$.


Corollary 3.5 There is a PMTS state $s$ and a deterministic PMTS state $t$ such that $s \leq_{\mathrm{t}} t$ but $s \leq_{\mathrm{m}} t$.

In order to overcome the difficulties when modal and thorough refinement do not coincide, the underapproximation of thorough refinement by modal refinement has been complemented by an overapproximation using deterministic hull [18] and parameter-free deterministic hull 38. The property of the hull $\mathcal{D}$ is that $s \leq_{\mathrm{t}} t$ implies $s \leq_{\mathrm{m}} \mathcal{D}(t)$. The importance of using modal refinement instead of the semantically more precise thorough refinement stems from their complexities. While modal refinement on PMTS can be decided in polynomial space and for

Table 3.1: Thorough refinement complexity and its relation to modal refinement

|  | MTS | parameter-free PMTS | PMTS |
| :---: | :---: | :---: | :---: |
| $\leq_{\mathrm{t}} \in$ | EXPTIME | NEXPTIME | 2 -EXPTIME |
| $s \leq_{\mathrm{t}} t, t$ deterministic | $\leq_{\mathrm{m}}=\leq_{\mathrm{t}}$ | $\leq_{\mathrm{m}}=\leq_{\mathrm{t}}$ | $\leq_{\mathrm{m}} \neq \leq_{\mathrm{t}}$ |

many subclasses even in polynomial time, deciding the thorough refinement is EXPTIME-hard already for MTS [11. The upper bounds are summarised in Table 3.1

Containment of the problem in EXPTIME for MTS was proven in 11 and for DMTS in [19] with the full proof in [8, in NEXPTIME for parameter-free PMTS in [38] with the full proof in [39]. Here we only focus on the general PMTS case. First, we show how to transform PMTS to parameter-free PMTS and DMTS and thus reduce our problems to the already solved one.

For a PMTS, we define a system where we can use any valuation of the parameters.

Definition 3.6 For a PMTS $\mathcal{M}=(S, T, P, \Phi)$ with a given state $s \in S$, we define a parameter-free PMTS called de-parameterisation $\mathcal{M}^{B}=\left(\left\{s^{B}\right\} \cup S \times 2^{P}, T^{\prime}, \emptyset, \Phi^{\prime}\right)$ with a newly added state $s^{B}$ as
$-T^{\prime}=\left\{\left(s^{B}, a,(s, \mu)\right) \mid(s, a, s) \in T, \mu \subseteq P\right\} \cup\left\{\left((s, \mu), a,\left(s^{\prime}, \mu\right) \mid\left(s, a, s^{\prime}\right) \in T\right\}\right.$,
$-\Phi^{\prime}\left(s^{B}\right)=\bigoplus_{\mu \subseteq P} \Phi(s)[\mathbf{t t} / p$ for $p \in \mu, \mathbf{f f} / p$ for $p \notin \mu,(s, \mu) / s]$, and
$-\Phi^{\prime}((s, \mu))=\Phi(s)[\mathbf{t t} / p$ for $p \in \mu, \mathbf{f f} / p$ for $p \notin \mu,(s, \mu) / s]$.
The de-parameterisation is a parameter-free PMTS having exactly all the implementations of the PMTS and only one (trivial) valuation.

Proposition 3.7 Let $s$ be a PMTS state. Then $\llbracket s \rrbracket=\llbracket s^{B} \rrbracket$ and $s \leq_{\mathrm{m}} s^{B}$.
Proof For any parameter valuation $\mu$ we match it with $\emptyset$ and the modal refinement is achieved in the copy with $\mu$ fixed in the second component. Clearly, any implementation of $s^{B}$ corresponds to a particular parameter valuation and thus also to an implementation of $s$.

Remark 3.8 Notice that de-parameterisation only preserves the set of implementations but the de-parameterised system does not necessarily modally refine the original system. Moreover, the price we have to pay is a blowup exponential in $|P|$. This is, however, inevitable. Indeed, consider a PMTS $\left(\left\{s_{0}, s_{1}, s_{2}\right\},\left\{\left(s_{0}, p, s_{1}\right),\left(s_{1}, p, s_{2}\right) \mid\right.\right.$ $\left.p \in P\}, P,\left\{s_{0}, s_{1} \mapsto \bigwedge_{p \in P}(p, s) \Leftrightarrow p, s_{2} \mapsto \mathbf{t t}\right\}\right)$. Then in every equivalent parameterfree PMTS we need to remember the transitions of the first step so that we can repeat exactly these in the following step. Since there are exponentially many possibilities, the result follows.

Further, similarly to Boolean formulae with states in [9], we can transform every parameter-free PMTS to a DMTS.

Definition 3.9 For a parameter-free PMTS $\mathcal{M}=(S, T, \emptyset, \Phi)$, we define a DMTS called de-negation $\mathcal{M}^{D}=\left(S^{\prime}, T^{\prime}, \emptyset, \Phi^{\prime}\right)$
$-S^{\prime}=\left\{M \in \operatorname{Tran}_{\emptyset}(s) \mid s \in S\right\}$,
$-\Phi^{\prime}(M)=\bigwedge_{\left(a, s^{\prime}\right) \in M} \bigvee_{M^{\prime} \in \operatorname{Tran}_{\mathfrak{V}}\left(s^{\prime}\right)}\left(a, M^{\prime}\right)$,
and $T^{\prime}$ is minimal such that for each $M \in S^{\prime}$ and each occurrence of ( $a, M^{\prime}$ ) in $\Phi(M)$, we have $\left(M, a, M^{\prime}\right) \in T^{\prime}$.

However, this DMTS needs to have more initial states in order to be equivalent to the original parameter-free PMTS.

Lemma 3.10 For a state s of a parameter-free PMTS, $\llbracket s \rrbracket=\bigcup_{M \in \operatorname{Tran}_{\rrbracket}(s)} \llbracket M \rrbracket$ (where $M$ are taken as states of the de-negation).

Note that both transformations are exponential. The first one in $|P|$ and the second one in the branching degree. Therefore, their composition is still only singly exponential, yielding a state space where each state has two components: a valuation of original parameters and $\operatorname{Tran}_{\emptyset}$ of the original state under this valuation.

Theorem 3.11 Thorough refinement on PMTS is in 2-EXPTIME and EXPTIMEhard.

Proof Recall that thorough refinement on DMTS is in EXPTIME [5, 13. Further, note that we have reduced the PMTS and parameter-free PMTS thorough refinement problems to the one on DMTS with more initial states. However, this does not pose a problem. Indeed, let $s$ and $t$ be states of a parameter-free PMTS. We want to check whether $s \leq_{\mathrm{t}} t$. According to 8 where DMTS only have one initial state, we only need to check whether for each $M \in \operatorname{Tran}_{\emptyset}(s)$ we have $\left(M, \operatorname{Tran}_{\emptyset}(t)\right) \notin$ Avoid (defined in [8]), which can clearly still be done in exponential time.

The hardness follows from the fact that thorough refinement checking on ordinary MTS is already EXPTIME-hard (13.

Due to this high complexity of the thorough refinement, we shall only deal with the modal refinement from now on. Note that the original version of modal refinement on PMTS [14] required, for $s_{0} \leq_{\mathrm{m}} t_{0}$ to hold, that there exists a fixed $R \subseteq S_{1} \times S_{2}$ such that for every $\mu \subseteq P_{1}$ there exists $\nu \subseteq P_{2}$ satisfying for each $(s, t) \in R$

$$
\begin{aligned}
\forall M \in \operatorname{Tran}_{\mu}(s): \exists N \in \operatorname{Tran}_{\nu}(t): & \forall\left(a, s^{\prime}\right) \in M: \exists\left(a, t^{\prime}\right) \in N:\left(s^{\prime}, t^{\prime}\right) \in R \wedge \\
& \forall\left(a, t^{\prime}\right) \in N: \exists\left(a, s^{\prime}\right) \in M:\left(s^{\prime}, t^{\prime}\right) \in R .
\end{aligned}
$$

Clearly, the original definition is stronger: For any two PMTS states, if $s_{0} \leq_{\mathrm{m}} t_{0}$ holds according to 14 it also holds according to Definition 2.3 Indeed, the relation for any sets of parameters can be chosen to be the fixed relation $R$. On the other hand, the opposite does not hold, as illustrated by the following example.

Example 3.12 Consider the PMTS on the left with parameter set $\{p\}$ and obligation $\Phi\left(s_{0}\right)=\left(a, s_{1}\right), \Phi\left(s_{1}\right)=\left(b, s_{2}\right) \Leftrightarrow p, \Phi\left(s_{2}\right)=\mathbf{t t}$ and the PMTS on the right with parameter set $\{q\}$ and obligation $\Phi\left(t_{0}\right)=\left(\left(a, t_{1}\right) \Leftrightarrow q\right) \wedge\left(\left(a, t_{1}^{\prime}\right) \Leftrightarrow \neg q\right), \Phi\left(t_{1}\right)=$ $\left(a, t_{2}\right), \Phi\left(t_{2}\right)=\Phi\left(t_{1}^{\prime}\right)=\mathbf{t t}$. On the one hand, according to our definition $s_{0} \leq_{\mathrm{m}} t_{0}$, we intuitively agree this should be the case (and note they also have the same set of implementations). On the other hand, the original definition does not allow to conclude modal refinement between $s_{0}$ and $t_{0}$. The reason is that depending on
the value of $p, s_{1}$ is put in the relation either with $t_{1}$ (for $p$ being true and thus choosing $q$ true, too) or with $t_{1}^{\prime}$ (for $p$ being false and thus choosing $q$ false, too). In contrast to the original definition, our definition allows us to pick different relations for different parameter valuations.


We propose our modification of the definition since it is not only more intuitive, but it also better approximates the thorough refinement and for all considered fragments of PMTS has the same complexity as the original one. Note that the two definitions coincide on parameter-free PMTS. Further, on MTS they coincide with the classical definition [42 and on labelled transition systems with bisimulation.

## 4 Complexity of Modal Refinement Checking

We shall now investigate the complexity of refinement checking on PMTS and its relevant subclasses. Without explicitly mentioning it, we assume that all considered PMTS are now finite and the decision problems are hence well defined. The complexity bounds include classes from the polynomial hierarchy (see e.g. 49]) where for example $\Sigma_{0}^{\mathrm{P}}=\Pi_{0}^{\mathrm{P}}=\mathrm{P}, \Pi_{1}^{\mathrm{P}}=\mathrm{coNP}$ and $\Sigma_{1}^{\mathrm{P}}=\mathrm{NP}$.

Let us also recall the QBF decision problems.
Definition $4.1\left(\mathrm{QBF}_{n}^{Q}\right)$ Let $A p$ be a set of atomic propositions, partitioned into $n$ sets $A p=\bigcup_{i=0}^{n} X_{i}$. Let $\phi \in \mathcal{B}(A p)$ be a Boolean formula over the set of atomic propositions $A p$ and let $Q \in\{\forall, \exists\}$ be a quantifier where by convention $\bar{\forall}=\exists$ and $\bar{\exists}=\forall$. Then a formula of the form

$$
Q X_{1} \bar{Q} X_{2} Q X_{3} \bar{Q} X_{4} \ldots \widetilde{Q} X_{n} \phi \quad \text { where } \widetilde{Q}= \begin{cases}Q & \text { if } n \text { is odd } \\ \bar{Q} & \text { if } n \text { is even }\end{cases}
$$

is an instance of $\mathrm{QBF}_{n}^{Q}$ if and only if it is true.
A formula is true means that if e.g. $Q=\exists$ then there is some partial valuation for the atomic propositions in $X_{1}$, such that for all partial valuations for the elements of $X_{2}$, there is another partial valuation for the propositions of $X_{3}$ and so on up to $X_{n}$, such that $\phi$ is satisfied by the union of all partial valuations. It is well known, see e.g. 49, that these problems are complete for the polynomial hierarchy: for each $i \geq 1, \mathrm{QBF}_{i}^{\exists}$ is $\Sigma_{i}^{\mathrm{P}}$-complete and $\mathrm{QBF}_{i}^{\forall}$ is $\Pi_{i}^{\mathrm{P}}$-complete.

### 4.1 Parameter-Free Systems

Since even the parameter-free systems have interesting expressive power and the complexity of refinement on OTS has not been studied before, we first focus on parameter-free systems. Moreover, the results of this subsection are then applied to parametric systems in the next subsection. The results are summarised in

Table 4.1: Complexity of modal refinement checking of parameter-free systems

|  | Boolean | Positive | pCNF | pDNF | MTS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Boolean | $\Pi_{2}^{\mathrm{P}}$-compl. | coNP-compl. | coNP-compl. | coNP-compl. | coNP-compl. |
| Positive | $\Pi_{2}^{\mathrm{P}}$-compl. | coNP-compl. | P-compl. | coNP-compl. | P-compl. |
| pCNF | $\Pi_{2}^{\mathrm{P}}$-compl. | coNP-compl. | P-compl. | coNP-compl. | P-compl. |
| pDNF | $\Pi_{2}^{\mathrm{P}}$-compl. | P-compl. | P-compl. | P-compl. | P-compl. |
| MTS | $\Pi_{2}^{\mathrm{P}}$-compl. | P-compl. | P-compl. | P-compl. | P-compl. |
| Impl | NP-compl. | P-compl. | P-compl. | P-compl. | P-compl. |

Table 4.1. The rows in the table correspond to the restrictions on the left-hand side PMTS while the columns correspond to the restrictions on the right-hand side PMTS. Boolean denotes the general system with arbitrary negation. Positive denotes the positive systems, in this case exactly OTS. We further use pCNF and pDNF to denote positive systems with formulae in conjunctive and disjunctive normal forms, respectively. In this case, pCNF coincides with DMTS. The special case of satisfaction relation, where the refining system is an implementation is denoted by Impl. We do not include Impl to the columns as it makes sense that an implementation is refined only to an implementation and here modal refinement corresponds to bisimilarity that is P-complete [6] (see also [53]). The P-hardness is hence the obvious lower bound for all the problems mentioned in the table.

We start with the simplest NP-completeness result.

Proposition 4.2 Modal refinement between an implementation and a parameter-free PMTS is NP-complete.

Proof The containment part is straightforward. First we guess the relation $R$. As $s$ is an implementation then the set $\operatorname{Tran}_{\emptyset}(s)$ is a singleton. We thus only need to further guess $N \in \operatorname{Tran}_{\emptyset}(t)$ and then in polynomial time verify the two conjuncts in Definition 2.3

The hardness part is by a simple reduction from SAT. Let $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be a given Boolean formula (instance of SAT). We construct two parameter-free PMTSs $(S, T, \emptyset, \Phi)$ and $\left(S^{\prime}, T^{\prime}, \emptyset, \Phi^{\prime}\right)$ such that (i) $S=\left\{s, s^{\prime}\right\}, T=\left(s, a, s^{\prime}\right), \Phi(s)=$ $\left(a, s^{\prime}\right)$ and $\Phi\left(s^{\prime}\right)=\mathrm{tt}$ and (ii) $S^{\prime}=\left\{t, t_{1}, \ldots, t_{n}\right\}, T=\left\{\left(t, a, t_{i}\right) \mid 1 \leq i \leq n.\right\}$, $\Phi(t)=\varphi\left[\left(a, t_{i}\right) / x_{i}\right]$ and $\Phi\left(t_{i}\right)=\mathbf{t t}$ for all $i, 1 \leq i \leq n$. Clearly, $\varphi$ is satisfiable if and only if $s \leq_{\mathrm{m}} t$.

Next we show that modal refinement is $\Pi_{2}^{\mathrm{P}}$-complete. The following proposition introduces a gadget used also later on in other hardness results. We will refer to it as the $*$-construction.

Proposition 4.3 Modal refinement between two parameter-free PMTS is $\Pi_{2}^{\mathrm{P}}$-hard even if the left-hand side is an MTS.

Proof The proof is by polynomial time reduction from the validity of the quantified Boolean formula $\psi \equiv \forall x_{1} \ldots \forall x_{n} \exists y_{1} \ldots \exists y_{m}: \varphi\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ to the refinement checking problem $s \leq_{\mathrm{m}} t$ where $s$ and $t$ are given as follows.


Assume that $\psi$ is true. Let $M \in \operatorname{Tran}_{\emptyset}(s)\left(\right.$ clearly $\left.\left(*, s^{\prime}\right) \in M\right)$ and we want to argue that there is $N \in \operatorname{Tran}_{\emptyset}(t)$ with $\left(*, t^{\prime}\right) \in N$ such that for all $\left(x_{i}, s^{\prime}\right) \in M$ there is $\left(x_{i}, t^{\prime}\right) \in N$ (clearly the states $s^{\prime}, t^{\prime}$ and $t_{i}$ are in modal refinement) and for all $\left(x_{i}, t^{\prime}\right) \in N$ there is $\left(x_{i}, s^{\prime}\right) \in M$. Such an $N$ can be found by simply including $\left(x_{i}, t^{\prime}\right)$ whenever $\left(x_{i}, s^{\prime}\right) \in M$ and by adding also ( $*, t^{\prime}$ ) into $N$. As $\psi$ is true, we include into $N$ also all $\left(*, t_{i}\right)$ whenever $y_{i}$ is set to true in $\psi$. Hence we get $s \leq_{\mathrm{m}} t$.

On the other hand if $\psi$ is false then we pick $M \in \operatorname{Tran}_{\emptyset}(s)$ such that $M$ corresponds to the values of $x_{i}$ 's such that there are no values of $y_{1}, \ldots, y_{m}$ that make $\psi$ true. This means that there is no $N \in \operatorname{Tran}_{\emptyset}(t)$ that would contain exactly those $\left(x_{i}, t^{\prime}\right)$ that correspond to $\left(x_{i}, s^{\prime}\right)$ in $M$. Hence, $s \not \leq_{\mathrm{m}} t$.
Proposition 4.4 Modal refinement between two parameter-free PMTS is in $\Pi_{2}^{P}$.
Proof We first note that the condition of Definition 2.3 can itself be verified in $\Pi_{2}^{P}$. Indeed, if we universally guess $M$ and then existentially guess $N$, the rest of the condition is verifiable in polynomial time.

We could therefore, in principle, guess the relation $R$ and then verify that the condition holds for all pairs $(s, t) \in R$. However, this would increase the complexity bound to $\Sigma_{3}^{\mathrm{P}}$. Instead, we initially include all (polynomially many) pairs into $R$ and for each pair check the condition. If it fails, we remove the pair and continue until we reach the greatest fixed point. This standard method is usually known as the coinductive computation of $R$.

However, a naive implementation of this idea would only prove that modal refinement is in $\Delta_{3}^{\mathrm{P}}$ as we have a polynomial algorithm with $\Pi_{2}^{\mathrm{P}}$ oracle. To actually show the statement of the proposition, we describe a coNP ${ }^{\mathrm{NP}}$ algorithm, i.e. an algorithm with universal branching that uses an NP oracle.

Suppose that we want to check if $s \leq_{\mathrm{m}} t$. The algorithm works as follows:

1. Set $R:=S \times S^{\prime}$ (all pairs of states).
2. If $R$ does not contain $(s, t)$, reject.
3. Universally choose $\left(s^{\prime}, t^{\prime}\right) \in R$ and $M \in \operatorname{Tran}\left(s^{\prime}\right)$.
4. Using the NP-oracle, decide whether there exists $N \in \operatorname{Tran}\left(t^{\prime}\right)$ such that the refinement condition for $\left(s^{\prime}, t^{\prime}\right)$ is satisfied.
5. If the result was false, remove $\left(s^{\prime}, t^{\prime}\right)$ from $R$ and go back to step 2 Otherwise, accept.

It may be clearly seen that the algorithm accepts iff $s \leq_{\mathrm{m}} t$.

### 4.1.1 Positive Right-Hand Side.

We have now solved all the cases where the right-hand side is arbitrary. We now look at the cases where the right-hand side is positive. In the proofs that follow
we shall use the alternative characterisation of refinement from Lemma 2.5. The following proposition determines the subclasses on which modal refinement can be decided in polynomial time.

Proposition 4.5 Modal refinement on parameter-free PMTS is in P, provided that both sides are positive and either the left-hand side is in $p D N F$ or the right-hand side is in $p C N F$.

Proof Due to Lemma 2.5 the refinement is equivalent to the conjunction of 2.3 and 2.2 . Clearly, 2.3 ) can be checked in P. We show that Condition 2.2 can be verified in P too. Recall that (2.2) says that

$$
\forall M \in \operatorname{Tran}_{\mu}(s): \operatorname{match}_{t}(M) \in \operatorname{Tran}_{\nu}(t)
$$

where $_{\operatorname{match}_{t}(M)}=\left\{\left(a, t^{\prime}\right) \in T(t) \mid \exists\left(a, s^{\prime}\right) \in M:\left(s^{\prime}, t^{\prime}\right) \in R\right\}$.
First assume that the left-hand side is in pDNF. If for some $M$ Condition 2.2 is satisfied then it is also satisfied for all $M^{\prime} \supseteq M$, as $\operatorname{Tran}_{\mu}(s)$ is upwards closed. It it thus sufficient to verify the condition for all minimal elements (wrt. inclusion) of $\operatorname{Tran}_{\mu}(s)$. In this case these correspond to the clauses of $\Phi(s)$. Thus we get a polynomial time algorithm as shown in Algorithm 1 .

```
Algorithm 1: Test for Condition (2.2) of modal refinement (pDNF)
    Input : states \(s\) and \(t\) such that \(\Phi(s)\) is in positive DNF and \(\Phi(t)\) is positive, relation \(R\)
    Output: true if \(s, t\) satisfy the refinement condition, false otherwise
    foreach clause \(\left(a_{1}, s_{1}\right) \wedge \cdots \wedge\left(a_{k}, s_{k}\right)\) in \(\Phi(s)\) do
        \(N \leftarrow\left\{\left(a, t^{\prime}\right) \in T(t) \mid \exists i: a_{i}=a \wedge\left(s_{i}, t^{\prime}\right) \in R\right\} ;\)
        if \(N \notin \operatorname{Tran}_{\nu}(t)\) then return false
    return true;
```

Second, assume that the right-hand side is in pCNF. Note that Condition (2.2) can be equivalently stated as

$$
\begin{equation*}
\forall M: \operatorname{match}_{t}(M) \notin \operatorname{Tran}_{\nu}(t) \Rightarrow M \notin \operatorname{Tran}_{\mu}(s) . \tag{4.1}
\end{equation*}
$$

As $\Phi(t)$ is in conjunctive normal form then $N \in \operatorname{Tran}_{\nu}(t)$ is equivalent to saying that $N$ has nonempty intersection with each clause of $\Phi(t)$. We may thus enumerate all maximal $N \notin \operatorname{Tran}_{\nu}(t)$. Having a maximal $N \notin \operatorname{Tran}_{\nu}(t)$, we can easily construct $M$ such that $N=\operatorname{match}_{t}(M)$. This leads to the polynomial time Algorithm 2 .

```
Algorithm 2: Test for Condition \(\sqrt{2.2}\) ) of modal refinement (pCNF)
    Input : states \(s\) and \(t\) such that \(\Phi(s)\) is positive and \(\Phi(t)\) is in positive CNF, relation \(R\)
    Output: true if \(s, t\) satisfy the refinement condition, false otherwise
    foreach clause \(\left(a_{1}, t_{1}\right) \vee \cdots \vee\left(a_{k}, t_{k}\right)\) in \(\Phi(t)\) do
        \(M \leftarrow T(s) \backslash\left\{\left(a, s^{\prime}\right) \in T(s) \mid \exists i: a_{i}=a \wedge\left(s^{\prime}, t_{i}\right) \in R\right\} ;\)
        if \(M \in \operatorname{Tran}_{\mu}(s)\) then return false
    return true;
```

The statement of the proposition thus follows.

Proposition 4.6 Modal refinement on parameter-free PMTS is in coNP, if the righthand side is positive.

Proof Due to Lemma 2.5 we can solve the two refinement conditions separately. Furthermore, both Condition (2.1) and (2.2) of Lemma 2.5 can be checked in coNP. The computation of $R$ is then done similarly to the algorithm described in the proof of Proposition 4.4

Proposition 4.7 Modal refinement on parameter-free systems is coNP-hard, even if the left-hand side is in positive CNF and the right-hand side is in positive DNF.

Proof We reduce SAT into non-refinement. Let $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be a formula in CNF. We modify $\varphi$ into an equivalent formula $\varphi^{\prime}$ as follows: add new variables $\tilde{x}_{1}, \ldots$, $\tilde{x}_{n}$, change all occurrences of $\neg x_{i}$ into $\tilde{x}_{i}$ for all $i$, and add new clauses $\left(x_{i} \vee \tilde{x}_{i}\right)$ and ( $\left.\neg x_{i} \vee \neg \tilde{x}_{i}\right)$.

Observe now that all clauses contain either all positive literals or all negative literals. Let $\psi^{+}$denote a CNF formula that contains all positive clauses of $\varphi^{\prime}$ and $\psi^{-}$denote a CNF formula that contains all negative clauses of $\varphi^{\prime}$. As $\varphi^{\prime}=\psi^{+} \wedge \psi^{-}$ it is clear that $\varphi^{\prime}$ is satisfiable if and only if $\left(\psi^{+} \Rightarrow \neg \psi^{-}\right)$is not valid.

We now construct two parameter-free PMTSs $(S, T, \emptyset, \Phi)$ and $\left(S^{\prime}, T^{\prime}, \emptyset, \Phi^{\prime}\right)$ over $\Sigma=\left\{x_{1}, \ldots, x_{n}, \tilde{x}_{1}, \ldots, \tilde{x}_{n}\right\}$ as follows: (i) $S=\left\{s, s^{\prime}\right\}, T=\left\{\left(s, x_{i}, s^{\prime}\right),\left(s, \tilde{x}_{i}, s^{\prime}\right) \mid 1 \leq\right.$ $i \leq n\}, \Phi(s)=\psi^{+}\left[\left(x_{i}, s^{\prime}\right) / x_{i},\left(\tilde{x}_{i}, s^{\prime}\right) / \tilde{x}_{i}\right]$ and $\Phi\left(s^{\prime}\right)=\mathbf{t t}$, and (ii) $S^{\prime}=\left\{t, t^{\prime}\right\}, T^{\prime}=$ $\left\{\left(t, x_{i}, t^{\prime}\right),\left(t, \tilde{x}_{i}, t\right) \mid 1 \leq i \leq n\right\}, \Phi(t)=\neg \psi^{-}\left[\left(x_{i}, t^{\prime}\right) / x_{i},\left(\tilde{x}_{i}, t^{\prime}\right) / \tilde{x}_{i}\right]$ and $\Phi\left(t^{\prime}\right)=\mathbf{t t}$. Note that by pushing the negation of $\psi^{-}$inside, the formula $\Phi(t)$ can be written as pDNF . It is easy to see that now $s \leq_{\mathrm{m}} t$ if and only if ( $\psi^{+} \Rightarrow \neg \psi^{-}$) is valid. Therefore, $s \not Z_{\mathrm{m}} t$ if and only if $\varphi$ is satisfiable.

Proposition 4.8 Modal refinement on parameter-free PMTS is coNP-hard, even if the right-hand side is an MTS.

Proof We prove the hardness by a reduction from SAT to non-refinement. Let $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be a Boolean formula (instance of SAT). We construct two parameterfree PMTSs $(S, T, \emptyset, \Phi)$ and $\left(S^{\prime}, T^{\prime}, \emptyset, \Phi^{\prime}\right)$ over $\Sigma=\{a, b\}$ as follows:

1. $S=\left\{s, s_{1}, \ldots, s_{n}\right\}, T=\left\{\left(s, a, s_{i}\right) \mid 1 \leq i \leq n\right\}, \Phi(s)=\varphi\left[\left(a, s_{i}\right) / x_{i}\right], \Phi\left(s_{i}\right)=\mathbf{t t}$ for all $i$.
2. $S^{\prime}=\{t\}, T^{\prime}=\{(t, b, t)\}, \Phi^{\prime}(t)=(b, t)$. (Clearly, this is an MTS.)

Let now $\varphi$ be satisfiable and let $M \in \operatorname{Tran}_{\emptyset}(s)$ be arbitrary. Clearly, there can be no match $N \in \operatorname{Tran}_{\emptyset}(t)$ and thus $s \not \leq \mathrm{m} t$.

Let now $\varphi$ be unsatisfiable. This means that $\operatorname{Tran}_{\emptyset}(s)=\emptyset$ and the refinement condition trivially holds. Thus $s \leq_{\mathrm{m}} t$.

### 4.2 Systems with Parameters

In the sequel we investigate the complexity of refinement checking in the general case of PMTS with parameters. The complexities are summarised in Table 4.2 We start with an observation of how the results on parameter-free systems can be applied to the parametric case.

Table 4.2: Complexity of modal refinement checking with parameters

|  | Boolean | positive | pCNF | pDNF |
| :---: | :---: | :---: | :---: | :---: |
| Boolean | $\Pi_{4}^{\mathrm{P}}$-complete | $\Pi_{3}^{\mathrm{P}}$-complete | $\Pi_{3}^{\mathrm{P}}$-complete | $\Pi_{3}^{\mathrm{P}}$-complete |
| positive | $\Pi_{4}^{\mathrm{P}}$-complete | $\Pi_{3}^{\mathrm{P}}$-complete | $\Pi_{2}^{\mathrm{P}}$-complete | $\Pi_{3}^{\mathrm{P}}$-complete |
| pCNF | $\Pi_{4}^{\mathrm{P}}$-complete | $\Pi_{3}^{\mathrm{P}}$-complete | $\Pi_{2}^{\mathrm{P}}$-complete | $\Pi_{3}^{\mathrm{P}}$-complete |
| pDNF | $\Pi_{4}^{\mathrm{P}}$-complete | $\Pi_{2}^{\mathrm{P}}$-complete | $\Pi_{2}^{\mathrm{P}}$-complete | $\Pi_{2}^{\mathrm{P}}$-complete |
| MTS | $\Sigma_{3}^{\mathrm{P}}$-complete | NP-complete | NP-complete | NP-complete |
| Impl | NP-complete | NP-complete | NP-complete | NP-complete |

Proposition 4.9 The complexity upper bounds from Table 4.1 carry over to Table 4.2. as follows. If the modal refinement in the parameter-free case is in NP, coNP or $\Pi_{2}^{\mathrm{P}}$, then the modal refinement with parameters is in $\Pi_{2}^{\mathrm{P}}, \Pi_{3}^{\mathrm{P}}$ and $\Pi_{4}^{\mathrm{P}}$, respectively. Moreover, if the left-hand side is an MTS, the complexity upper bounds shift from NP and $\Pi_{2}^{\mathrm{P}}$ to NP and $\Sigma_{3}^{\mathrm{P}}$, respectively.

Proof In the first case, we first universally choose $\mu$, we then existentially choose $\nu$ and modify the formulae $\Phi(s)$ and $\Phi(t)$ by evaluating the parameters. This does not change the normal form/positiveness of the formulae. We then perform the algorithm for the parameter-free refinement. For the second case note that implementations and MTS have no parameters and we may simply choose (existentially) $\nu$ and run the algorithm for the parameter-free refinement.

We now focus on the respective lower bounds.

Proposition 4.10 Modal refinement between an implementation and a right-hand side in positive CNF or in positive DNF is NP-hard.

Proof The proof is by reduction from SAT. Let $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be a formula in CNF and let $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k}$ be the clauses of $\varphi$. We construct two PMTSs $(S, T, P, \Phi)$ and ( $\left.S^{\prime}, T^{\prime}, P^{\prime}, \Phi^{\prime}\right)$ over the action alphabet $\Sigma=\left\{a_{1}, \ldots, a_{k}\right\}$ as follows: (i) $S=\left\{s, s^{\prime}\right\}$, $T=\left\{\left(s, a_{i}, s^{\prime}\right) \mid 1 \leq i \leq k\right\}, P=\emptyset, \Phi(s)=\bigwedge_{1 \leq i \leq k}\left(a_{i}, s^{\prime}\right)$ and $\Phi\left(s^{\prime}\right)=\mathbf{t t}$ and (ii) $S^{\prime}=\{t\} \cup\left\{t_{i} \mid 1 \leq i \leq k\right\}, T^{\prime}=\left\{\left(t, a_{i}, t_{i}\right) \mid 1 \leq i \leq k\right\}, P^{\prime}=\left\{x_{1}, \ldots, x_{n}\right\}$, $\Phi^{\prime}(t)=\bigwedge_{1 \leq i \leq k}\left(a_{i}, t_{i}\right)$ and $\Phi^{\prime}\left(t_{i}\right)=\varphi_{i}$ for all $1 \leq i \leq k$. Notice that each $\varphi_{i}$ in $\Phi^{\prime}\left(t_{i}\right)$ is in positive form as we negate only the parameters $x_{i}$ and every clause $\varphi_{i}$ is trivially in DNF. Now we easily get that $s \leq_{\mathrm{m}} t$ if and only if $\varphi$ is satisfiable.

Proposition 4.11 Modal refinement is $\Sigma_{3}^{\mathrm{P}}$-hard even if the left-hand side is an MTS.

Proof The proof is done using the construction of the proof of Proposition 4.3 with parameters added on the right-hand side.

We will make a reduction from the validity of the quantified Boolean formula $\psi \equiv \exists z_{1}, \ldots, z_{k} \forall x_{1} \ldots \forall x_{n} \exists y_{1} \ldots \exists y_{m}: \varphi\left(z_{1}, \ldots, z_{k}, x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$ to the refinement checking problem $s \leq_{\mathrm{m}} t$ where $s$ and $t$ are given as follows. Moreover, the right-hand side system has $\left\{z_{1}, \ldots, z_{k}\right\}$ as its set of parameters.


Assume that $\psi$ is true. Then there exists a valuation $\nu$ on $\left\{z_{1}, \ldots, z_{k}\right\}$ such that $\forall x: \exists y: \varphi(x, y)$ is true. Using now the same argument as that in the proof of Proposition 4.3, we get that $s \leq_{\mathrm{m}} t$.

On the other hand assume that $\psi$ is false and let $\nu$ be an arbitrary valuation on $\left\{z_{1}, \ldots, z_{k}\right\}$. We then may again use the reasoning in the proof of Proposition 4.3 to get that $s \not \leq \mathrm{m} t$.

The following proof introduces a gadget used also later on in other hardness results. We refer to it as CNF-binding. Further, we use the *-construction here.

Proposition 4.12 Modal refinement is $\Pi_{4}^{\mathrm{P}}$-hard even if the left-hand side is in positive CNF.

Proof Consider a $\mathrm{QBF}_{4}^{\forall}$ instance, a formula $\psi=\forall x \exists y \forall z \exists w: \varphi(x, y, z, w)$ with $\varphi$ in CNF and $x, y, z, w$ vectors of length $n$. We construct two systems $s$ and $t$ and use the variables $\left\{x_{1}, \ldots, x_{n}\right\}$ as parameters for the left-hand side system $s$, and $\left\{y_{1}, \ldots, y_{n}\right\}$ as parameters for the right-hand side system $t$.
$\Phi(s)=\left(*, s^{\prime}\right) \wedge$ CNF-binding $\quad \Phi(t)=\left(*, t^{\prime}\right) \wedge \varphi\left[\left(t_{i}, t^{\prime}\right) / x_{i},\left(f_{i}, t^{\prime}\right) / \neg x_{i}\right.$,


On the left we require $\Phi(s)=\left(*, s^{\prime}\right) \wedge \bigwedge_{1 \leq i \leq n}\left(\left(x_{i} \Rightarrow\left(t_{i}, s^{\prime}\right)\right) \wedge\left(\neg x_{i} \Rightarrow\left(f_{i}, s^{\prime}\right)\right)\right.$ and call the latter conjunct CNF-binding. Thus the value of each parameter $x_{i}$ is "saved" into transitions of the system. Note that although both $t_{i}$ and $f_{i}$ may be present, a "minimal" implementation contains exactly one of them. On the right-hand side the transitions look similar but we require $\Phi(t)=(*, t) \wedge \varphi^{\prime}$ where $\varphi^{\prime}$ is created from $\varphi$ by changing every positive literal $x_{i}$ into $\left(t_{i}, t^{\prime}\right)$, every negative literal $\neg x_{i}$ into ( $f_{i}, t^{\prime}$ ), every $z_{i}$ into ( $z_{i}, t^{\prime}$ ), and every $w_{i}$ into ( $*, u_{i}$ ).

We show that $\psi$ is true iff $s \leq_{\mathrm{m}} t$. Assume first that $\psi$ is true. Therefore, for every choice of parameters $x_{i}$ there is a choice of parameters $y_{i}$ so that $\forall z \exists w: \varphi(x, y, z, w)$ is true and, moreover, $t_{i}$ or $f_{i}$ is present on the left whenever $x_{i}$ or $\neg x_{i}$ is true, respectively (and possibly even if it is false). We set exactly all these transitions $t_{i}$ and $f_{i}$ on the right, too. Further, for every choice of transitions $z_{i}$ on the left there are $w_{i}$ 's so that $\varphi(x, y, z, w)$ holds. On the right, we implement a transition $\left(z_{i}, t^{\prime}\right)$ for each $z_{i}$ set to true and $\left(*, u_{i}\right)$ for each $w_{i}$ set to true. Now $\varphi^{\prime}$ is satisfied as it has only positive occurrences of ( $\left.t_{i}, t^{\prime}\right)$ and ( $f_{i}, t^{\prime}$ ) and hence the extra $t_{i}$ 's and $f_{i}$ 's do not matter. Now for every implementation of $s$ we obtained an implementation
of $t$. Moreover, their transitions match. Indeed, $t_{i}$ 's and $f_{i}$ 's were set the same as on the left, similarly for $z_{i}$ 's. As for the $*$-transition, we use the same argumentation as in the original $*$-construction. On the left, there is always one. On the right, there can be more of them due to $w_{i}$ 's but at least one is also guaranteed by $\Phi(t)$.

Let now $s \leq_{\mathrm{m}} t$. Then for every choice of $x_{i}$ 's - and thus also for every choice of exactly one transition of $t_{i}, f_{i}$ for each $i$ - there are $y_{i}$ 's so that every choice of transitions $z_{i}$ can be matched on the right so that $\varphi^{\prime}$ is true with some transitions $\left(*, u_{i}\right)$. Since choices of $t_{i} / f_{i}$ correspond exactly to choices of $x_{i}$ it only remains to set $w_{i}$ true for each transition $\left(*, u_{i}\right)$ on the right, thus making $\varphi$ true.

Based on the idea of CNF-binding, we also prove the following two propositions.
Proposition 4.13 Modal refinement is $\Pi_{2}^{\mathrm{P}}$-hard even if both sides are in positive CNF.
Proof Recall that positive means that there may be negations, but only limited to parameter literals. The proof is done by reduction from the validity of $\forall x_{1}, \ldots, x_{n} \exists y_{1}, \ldots, y_{m}: \varphi\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$, where $\varphi$ is in CNF. The idea is that the left-hand side has only $x_{i}$ as parameters while the right-hand side has $y_{i}$ as parameters. To ensure that the valuation of $x_{i}$ is the same on both sides, we bind them through transitions.

Let $\Sigma=\left\{t_{1}, \ldots, t_{n}, f_{1}, \ldots, f_{n}\right\}$ be the set of actions. The systems $(S, T, P, \Phi)$ and $\left(S^{\prime}, T^{\prime}, P^{\prime}, \Phi^{\prime}\right)$ are built as follows: $S=\left\{s, s^{\prime}\right\}, T=\left\{\left(s, t_{i}, s^{\prime}\right),\left(s, f_{i}, s^{\prime}\right) \mid 1 \leq i \leq n\right\}$, $P=\left\{x_{1}, \ldots, x_{n}\right\}, \Phi(s)=\bigwedge_{1 \leq i \leq n}\left(\left(x_{i} \Rightarrow\left(t_{i}, s^{\prime}\right)\right) \wedge\left(\neg x_{i} \Rightarrow\left(f_{i}, s^{\prime}\right)\right)\right.$ (note that this may be written in positive CNF $), \Phi\left(s^{\prime}\right)=\mathbf{t t} ; S^{\prime}=\left\{t, t^{\prime}\right\}, T^{\prime}=\left\{\left(t, t_{i}, t^{\prime}\right),\left(t, f_{i}, t^{\prime}\right) \mid\right.$ $1 \leq i \leq n\}, P^{\prime}=\left\{y_{1}, \ldots, y_{m}\right\}, \Phi^{\prime}(t)=\varphi\left[\left(t_{i}, t^{\prime}\right) / x_{i},\left(f_{i}, t^{\prime}\right) / \neg x_{i}\right], \Phi^{\prime}\left(t^{\prime}\right)=\mathbf{t t}$. We now claim that $\forall x \exists y: \varphi$ holds if and only if $s \leq_{\mathrm{m}} t$. We show the two implications separately.

Let first $\forall x \exists y: \varphi$ hold. Let $\mu \subseteq P$ be arbitrary. As this is a truth valuation on the $x_{i}$ variables, we know that there exists a valuation on the $y_{i}$ variables such that $\varphi$ holds. Let $\nu \subseteq P^{\prime}$ be such a valuation. Let further $M \in \operatorname{Tran}_{\mu}(s)$ be arbitrary. Clearly, if $x_{i} \in \mu$ then $\left(t_{i}, s^{\prime}\right) \in M$ and if $x_{i} \notin \mu$ then $\left(f_{i}, s^{\prime}\right) \in M$.

We set $N=\left\{\left(x, t^{\prime}\right) \mid\left(x, s^{\prime}\right) \in M\right\}$. Clearly, such $N$ satisfies both conjuncts of the refinement definition. We need to show that $N \in \operatorname{Tran}_{\nu}(t)$. We thus need to show that $N$ satisfies all the clauses in $\Phi^{\prime}(t)=\varphi\left[\left(t_{i}, t^{\prime}\right) / x_{i},\left(f_{i}, t^{\prime}\right) / \neg x_{i}\right]$.

We use the fact that $\varphi$ holds, given the current valuation $\mu$ on $x_{i}$ and $\nu$ on $y_{i}$. Let ( $\ell_{1} \vee \ell_{2} \vee \cdots \vee \ell_{k}$ ) be an arbitrary clause of $\varphi$. Clearly, at least one literal was satisfied. If that literal was $y_{i}$ or $\neg y_{i}$ then the same literal appears in the modified clause of $\Phi^{\prime}(t)$ and we are done. If that literal was $x_{i}$ then it has been changed into $\left(t_{i}, t^{\prime}\right)$, but as $x_{i} \in \mu$, we have that $\left(t_{i}, t^{\prime}\right) \in N$. Similarly, if that literal was $\neg x_{i}$ then it has been changed into $\left(f_{i}, t^{\prime}\right)$, but as $x_{i} \notin \mu$, we have that $\left(f_{i}, t^{\prime}\right) \in N$. Thus $s \leq_{\mathrm{m}} t$.

For the other implication let $\exists x \forall y: \neg \varphi$ hold. We show that $s \not \mathbb{m}_{\mathrm{m}} t$. Let $\mu$ be the valuation of $x_{i}$ such that $\exists x \forall y: \neg \varphi$ holds. Let $\nu$ be arbitrary. This corresponds to a valuation on $y_{i}$.

We now set $M=\left\{\left(t_{i}, s^{\prime}\right) \mid x_{i} \in \mu\right\} \cup\left\{\left(f_{i}, s^{\prime}\right) \mid x_{i} \notin \mu\right\}$. Clearly, $M \in \operatorname{Tran}_{\mu}(s)$. Let further $N \in \operatorname{Tran}_{\nu}(t)$. (If $\operatorname{Tran}_{\nu}(t)=\emptyset$, we are done.)

We know that given the current $x$ and $y$ valuation, $\varphi$ does not hold. This means that there exists at least one clause of $\varphi$ that is false. Let $\left(\ell_{1} \vee \ell_{2} \vee \cdots \vee \ell_{k}\right)$ be such clause. All $\ell_{j}$ are false, given current valuation $\mu$ and $\nu$. However, the modified
clause of $\Phi^{\prime}(t)$ corresponding to this one is satisfied by $N$ (valuation of $\left(t_{i}, t^{\prime}\right)$ and $\left.\left(f_{i}, f^{\prime}\right)\right)$ as $N \in \operatorname{Tran}_{\nu}(t)$.

Therefore, for some $i$, either $\left(t_{i}, t^{\prime}\right) \in N$ while $x_{i} \notin \mu$ or $\left(f_{i}, t^{\prime}\right) \in N$ while $x_{i} \in \mu$. In both cases $N$ does not satisfy the second conjunct part of the modal refinement definition. Therefore $s \not \leq_{\mathrm{m}} t$.

The next proposition again reuses the idea of CNF-binding in the very same fashion as above. Moreover, it handles more actions, more precisely those that appear as $z_{i}$ 's in Proposition 4.12. Thus, the proof is the same, omitting the *-construction. Therefore, we only provide the reduction without repeating the formal arguments that it indeed works.

Proposition 4.14 Modal refinement is $\Pi_{3}^{\mathrm{P}}$-hard for the left-hand side in positive CNF and the right-hand side in positive DNF.

Proof The proof is done by reduction from the validity of the quantified Boolean formula $\forall x_{1}, \ldots, x_{k} \exists y_{1}, \ldots, y_{l} \forall z_{1}, \ldots, z_{m}: \varphi$ with $\varphi$ in DNF.

Let the action alphabet be $\Sigma=\left\{t_{1}, \ldots, t_{k}, f_{1}, \ldots, f_{k}, z_{1}, \ldots, z_{m}\right\}$.
The two systems $(S, T, P, \Phi)$ and $\left(S^{\prime}, T^{\prime}, P^{\prime}, \Phi^{\prime}\right)$ are built as follows: $S=\left\{s, s^{\prime}\right\}$, $T=\left\{\left(s, t_{i}, s^{\prime}\right),\left(s, f_{i}, s^{\prime}\right) \mid 1 \leq i \leq k\right\} \cup\left\{\left(s, z_{j}, s^{\prime}\right) \mid 1 \leq j \leq m\right\}, P=\left\{x_{1}, \ldots, x_{k}\right\}$, $\Phi(s)=\bigwedge_{1 \leq i \leq n}\left(\left(x_{i} \Rightarrow\left(t_{i}, s^{\prime}\right)\right) \wedge\left(\neg x_{i} \Rightarrow\left(f_{i}, s^{\prime}\right)\right), \Phi\left(s^{\prime}\right)=\mathbf{t t} ; S^{\prime}=\left\{t, t^{\prime}\right\}, T^{\prime}=\right.$ $\left\{\left(t, t_{i}, t^{\prime}\right),\left(t, f_{i}, t^{\prime}\right) \mid 1 \leq i \leq k\right\} \cup\left\{\left(t, z_{j}, t^{\prime}\right) \mid 1 \leq j \leq m\right\}, P^{\prime}=\left\{y_{1}, \ldots, y_{k}\right\}, \Phi^{\prime}(t)=$ $\varphi\left[\left(t_{i}, t^{\prime}\right) / x_{i},\left(f_{i}, t^{\prime}\right) / \neg x_{i},\left(z_{i}, t^{\prime}\right) / z_{i}\right], \Phi^{\prime}\left(t^{\prime}\right)=\mathbf{t t}$.

Now $\forall x \exists y \forall z: \varphi(x, y, z)$ holds if and only if $s \leq_{\mathrm{m}} t$.
The following three propositions use a modification of the CNF-binding idea called DNF-binding. Instead of $\left(x_{i} \Rightarrow\left(t_{i}, s^{\prime}\right)\right) \wedge\left(\neg x_{i} \Rightarrow\left(f_{i}, s^{\prime}\right)\right)$ we use $\left(x_{i} \wedge\left(t_{i}, s^{\prime}\right)\right) \vee$ $\left(\neg x_{i} \wedge\left(f_{i}, s^{\prime}\right)\right)$ to bind parameters of the left-hand side system with transitions of the right-hand side system. The binding works slightly differently, as with DNF we are unable to make a conjunction of such formulae for all $i$. We thus employ a new special action $\bullet$. The left-hand side then first requires a $\bullet$-transition into $n$ different states $s_{i}$, each requiring the above formula for its respective $i$.

Proposition 4.15 Modal refinement is $\Pi_{2}^{\mathrm{P}}$-hard even if left-hand side is in positive DNF and right-hand side is in positive CNF.

Proof The proof is done by reduction from the validity of the quantified Boolean formula $\forall x_{1}, \ldots, x_{n} \exists y_{1}, \ldots, y_{m}: \varphi\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$, where $\varphi$ is in CNF.

Let the action alphabet be $\Sigma=\left\{t_{1}, \ldots, t_{n}, f_{1}, \ldots, f_{n}, \bullet\right\}$. The two systems $(S, T, P, \Phi)$ and $\left(S^{\prime}, T^{\prime}, P^{\prime}, \Phi^{\prime}\right)$ are built as follows: $S=\left\{s, s^{\prime}\right\} \cup\left\{s_{i} \mid 1 \leq i \leq n\right\}$, $T=\left\{\left(s, \bullet, s_{i}\right),\left(s_{i}, t_{i}, s^{\prime}\right),\left(s_{i}, f_{i}, s^{\prime}\right) \mid 1 \leq i \leq n\right\}, P=\left\{x_{1}, \ldots, x_{n}\right\}, \Phi(s)=\bigwedge_{i}\left(\bullet, s_{i}\right)$, $\Phi\left(s_{i}\right)=\left(x_{i} \wedge\left(t_{i}, s^{\prime}\right)\right) \vee\left(\neg x_{i} \wedge\left(f_{i}, s^{\prime}\right)\right), \Phi\left(s^{\prime}\right)=\mathbf{t t} ; S^{\prime}=\left\{t, t^{\prime}\right\} \cup\left\{u_{i}, v_{i} \mid 1 \leq i \leq\right.$ $n\}, T^{\prime}=\left\{\left(t, \bullet, u_{i}\right),\left(t, \bullet, v_{i}\right),\left(u_{i}, t_{i}, t^{\prime}\right),\left(u_{i}, f_{i}, t^{\prime}\right),\left(v_{i}, f_{i}, t^{\prime}\right),\left(v_{i}, t_{i}, t^{\prime}\right) \mid 1 \leq i \leq n\right\}$, $P^{\prime}=\left\{y_{1}, \ldots, y_{n}\right\}, \Phi^{\prime}(t)=\varphi\left[\left(\bullet, u_{i}\right) / x_{i},\left(\bullet, v_{i}\right) / \neg x_{i}\right], \Phi^{\prime}\left(u_{i}\right)=\left(t_{i}, t^{\prime}\right), \Phi^{\prime}\left(v_{i}\right)=\left(f_{i}, t^{\prime}\right)$, $\Phi^{\prime}\left(t^{\prime}\right)=\mathbf{t t}$.

Now $\forall x \exists y: \varphi(x, y)$ holds if and only if $s \leq_{\mathrm{m}} t$. The reasoning behind this fact is similar to the proof of Proposition 4.13

The proof of the next proposition is a slight alteration of previous proof where the $\bullet$-construction is performed in two steps.

Proposition 4.16 Modal refinement is $\Pi_{2}^{\mathrm{P}}$-hard even if left-hand side is in positive $D N F$ and right-hand side is in positive DNF.

Proof The proof is done by reduction from the validity of the quantified Boolean formula $\forall x_{1}, \ldots, x_{n} \exists y_{1}, \ldots, y_{m}: \varphi\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)$, where $\varphi$ is in CNF. Let $\varphi_{1}, \ldots, \varphi_{k}$ denote the clauses of $\varphi$.

Let the action alphabet be $\Sigma=\left\{t_{1}, \ldots, t_{n}, f_{1}, \ldots, f_{n}, \bullet\right\}$. The two systems $(S, T, P, \Phi)$ and $\left(S^{\prime}, T^{\prime}, P^{\prime}, \Phi^{\prime}\right)$ are built as follows: $S=\left\{s, s^{\prime}, s^{\prime \prime}\right\} \cup\left\{s_{i} \mid 1 \leq\right.$ $i \leq n\}, T=\left\{\left(s, \bullet, s^{\prime}\right)\right\} \cup\left\{\left(s^{\prime}, \bullet, s_{i}\right),\left(s_{i}, t_{i}, s^{\prime \prime}\right),\left(s_{i}, f_{i}, s^{\prime \prime}\right) \mid 1 \leq i \leq n\right\}, P=$ $\left\{x_{1}, \ldots, x_{n}\right\}, \Phi(s)=\left(\bullet, s^{\prime}\right), \Phi\left(s^{\prime}\right)=\bigwedge_{i}\left(\bullet, s_{i}\right), \Phi\left(s_{i}\right)=\left(x_{i} \wedge\left(t_{i}, s^{\prime \prime}\right)\right) \vee\left(\neg x_{i} \wedge\right.$ $\left.\left(f_{i}, s^{\prime \prime}\right)\right), \Phi\left(s^{\prime \prime}\right)=\mathbf{t t} ; S^{\prime}=\left\{t, t^{\prime}\right\} \cup\left\{u_{i}, v_{i} \mid 1 \leq i \leq n\right\} \cup\left\{w_{j} \mid 1 \leq j \leq k\right\}$, $T^{\prime}=\left\{\left(t, \bullet, w_{j}\right) \mid 1 \leq j \leq k\right\} \cup\left\{\left(w_{j}, \bullet, u_{i}\right),\left(w_{j}, \bullet, v_{i}\right) \mid 1 \leq i \leq n, 1 \leq j \leq\right.$ $k\} \cup\left\{\left(u_{i}, t_{i}, t^{\prime}\right),\left(u_{i}, f_{i}, t^{\prime}\right),\left(v_{i}, f_{i}, t^{\prime}\right),\left(v_{i}, t_{i}, t^{\prime}\right) \mid 1 \leq i \leq n\right\}, P^{\prime}=\left\{y_{1}, \ldots, y_{n}\right\}$, $\Phi^{\prime}(t)=\bigwedge_{j} w_{j}, \Phi^{\prime}\left(w_{j}\right)=\varphi_{j}^{\prime}$ where $\varphi_{j}^{\prime}$ is created from $\varphi_{j}$ by changing all positive literals $x_{i}$ into $\left(\bullet, u_{i}\right)$ and all negative literals $\neg x_{i}$ into $\left(\bullet, v_{i}\right)$. $\Phi^{\prime}\left(u_{i}\right)=\left(t_{i}, t^{\prime}\right)$, $\Phi^{\prime}\left(v_{i}\right)=\left(f_{i}, t^{\prime}\right), \Phi^{\prime}\left(t^{\prime}\right)=\mathbf{t t}$.

Now $\forall x \exists y: \varphi(x, y)$ holds if and only if $s \leq_{\mathrm{m}} t$.
The proof of the third proposition is a combination of DNF-binding (including the -construction) with the previously used $*$-construction.

Proposition 4.17 Modal refinement is $\Pi_{4}^{\mathrm{P}}$-hard even if the left-hand side is in positive DNF.

Proof The proof is done by reduction from the validity of the quantified Boolean formula $\forall x \exists y \forall z \exists w: \varphi(x, y, z, w)$ where $x, y, z, w$ are all $n$-dimensional binary vectors and $\varphi$ is in CNF.

We let $\Sigma=\left\{t_{1}, \ldots, t_{n}, f_{1}, \ldots, f_{n}, z_{1}, \ldots, z_{n}, *, \bullet\right\}$ and we create the two systems $(S, T, P, \Phi),\left(S^{\prime}, T^{\prime}, P^{\prime}, \Phi^{\prime}\right)$ over the action alphabet $\Sigma$ as follows:
$S=\left\{s, s^{\prime}\right\} \cup\left\{s_{i} \mid 1 \leq i \leq n\right\}, T=\left\{\left(s, \bullet, s_{i}\right),\left(s_{i}, t_{i}, s^{\prime}\right),\left(s_{i}, f_{i}, s^{\prime}\right),\left(s, z_{i}, s^{\prime}\right) \mid\right.$ $1 \leq i \leq n\} \cup\left\{\left(s, *, s^{\prime}\right)\right\}, P=\left\{x_{1}, \ldots, x_{n}\right\}, \Phi(s)=\left(*, s^{\prime}\right) \wedge \bigwedge_{i}\left(\bullet, s_{i}\right), \Phi\left(s_{i}\right)=$ $\left(x_{i} \wedge\left(t_{i}, s^{\prime}\right)\right) \vee\left(\neg x_{i} \wedge\left(f_{i}, s^{\prime}\right)\right)$ for all $1 \leq i \leq n, \Phi\left(s^{\prime}\right)=\mathbf{t t}$;
$S^{\prime}=\left\{t, t^{\prime}\right\} \cup\left\{u_{i}, v_{i}, w_{i} \mid 1 \leq i \leq n\right\}, \overline{T^{\prime}}=\left\{\left(t, z_{i}, t^{\prime}\right),\left(t, \bullet, u_{i}\right),\left(t, \bullet, v_{i}\right),\left(t, *, w_{i}\right)\right.$, $\left.\left(u_{i}, t_{i}, t^{\prime}\right),\left(u_{i}, f_{i}, t^{\prime}\right),\left(v_{i}, t_{i}, t^{\prime}\right),\left(v_{i}, f_{i}, t^{\prime}\right) \mid 1 \leq i \leq n\right\} \cup\left\{\left(t, *, t^{\prime}\right)\right\}, P^{\prime}=\left\{y_{1}, \ldots, y_{n}\right\}$, $\Phi^{\prime}(t)=\left(*, t^{\prime}\right) \wedge \varphi\left[\left(\bullet, u_{i}\right) / x_{i},\left(\bullet, v_{i}\right) / \neg x_{i},\left(z_{i}, t^{\prime}\right) / z_{i},\left(*, w_{i}\right) / w_{i}\right]$, for all $1 \leq i \leq n$ : $\Phi^{\prime}\left(u_{i}\right)=\left(t_{i}, t^{\prime}\right), \Phi^{\prime}\left(v_{i}\right)=\left(f_{i}, t^{\prime}\right), \Phi^{\prime}\left(w_{i}\right)=\Phi^{\prime}\left(t^{\prime}\right)=\mathbf{t t}$.
It can be verified, using similar arguments as before, that $s \leq_{\mathrm{m}} t$ if and only if $\forall x \exists y \forall z \exists w: \varphi(x, y, z, w)$.

The following proposition solves the only remaining case.
Proposition 4.18 Modal refinement is $\Pi_{3}^{\mathrm{P}}$-hard even if the right-hand side is in positive CNF.

Proof We prove the hardness by reduction from the validity of the $\mathrm{QBF}_{3}^{\forall}$ formula $\forall x \exists y \forall z: \varphi(x, y, z)$ where $x, y, z$ are vectors of size $n$. We construct two PMTSs $(S, T, P, \Phi)$ and ( $\left.S^{\prime}, T^{\prime}, P^{\prime}, \Phi^{\prime}\right)$ as follows:

1. $P=\left\{x_{1}, \ldots, x_{n}\right\}, S=\left\{s, s^{\prime}, s_{1}, \ldots, s_{n}\right\}$, $T=\left\{\left(s, t_{i}, s^{\prime}\right),\left(s, f_{i}, s^{\prime}\right),\left(s, *, s_{i}\right) \mid 1 \leq i \leq n\right\} \cup\left\{\left(s, *, s^{\prime}\right)\right\}$, $\Phi(s)=\neg \varphi\left[\left(t_{i}, s^{\prime}\right) / y_{i},\left(*, s_{i}\right) / z_{i}\right] \wedge \bigwedge_{i}\left(\left(t_{i}, s^{\prime}\right) \Leftrightarrow \neg\left(f_{i}, s^{\prime}\right)\right) \wedge\left(*, s^{\prime}\right)$, $\Phi\left(s^{\prime}\right)=\Phi\left(s_{i}\right)=\mathbf{t t}$ for all $i$.
2. $P^{\prime}=\left\{y_{1}, \ldots, y_{n}\right\}, S^{\prime}=\left\{t, t^{\prime}, u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n}\right\}$,
$T^{\prime}=\left\{\left(t, *, t^{\prime}\right)\right\} \cup\left\{\left(t, t_{i}, t^{\prime}\right),\left(t, f_{i}, t^{\prime}\right),\left(t, t_{i}, u_{i}\right),\left(t, f_{i}, v_{i}\right),\left(u_{i}, b, t^{\prime}\right),\left(v_{i}, b, t^{\prime}\right) \mid 1 \leq\right.$ $i \leq n\}, \Phi^{\prime}(t)=\bigvee_{i}\left(\left(t_{i}, u_{i}\right) \vee\left(f_{i}, v_{i}\right)\right), \Phi^{\prime}\left(u_{i}\right)=y_{i} \Rightarrow\left(b, t^{\prime}\right)$ for all $i, \Phi^{\prime}\left(v_{i}\right)=$ $\neg y_{i} \Rightarrow\left(b, t^{\prime}\right)$ for all $i, \Phi^{\prime}\left(t^{\prime}\right)=\mathbf{t t}$.
(Clearly, this is in positive CNF. In fact, we only use disjunctions here.)
To make our first observation, we use the following notation: By $s \leq_{\mathrm{m}}^{\mu, \nu} t$ we denote the fact that there exists a modal refinement respecting $\mu$ and $\nu$ containing $(s, t)$. We now observe that for every choice of $\mu \subseteq P$ and $\nu \subseteq P^{\prime}, s^{\prime} \leq_{\mathrm{m}}^{\mu, \nu} u_{i}$ iff $y_{i} \notin \nu$. Similarly, $s^{\prime} \leq_{\mathrm{m}}^{\mu, \nu} v_{i}$ iff $y_{i} \in \nu$.

Assume now that $\forall x \exists y \forall z: \varphi(x, y, z)$ is true. We want to show that $s \leq_{\mathrm{m}} t$. Let $\mu \subseteq P$ be arbitrary. Let us fix the valuation $\hat{x}$ of $x$ given by $\mu$. We know that $\exists y \forall z: \varphi(\hat{x}, y, z)$ holds. Let us fix such valuation of $y$ and call it $\hat{y}$. Let us further choose $\nu=\left\{y_{i} \mid \hat{y}_{i}=\mathbf{t t}\right\}$. Let now $M \in \operatorname{Tran}_{\mu}(s)$ be arbitrary. Clearly, $\left(t_{i}, s^{\prime}\right) \in M$ iff $\left(f_{i}, s^{\prime}\right) \notin M$. Furthermore $M$ induces a valuation $\tilde{y}$ of $y$ (via the choice of $t_{i} / f_{i}$ ) and $\tilde{z}$ of $z$ (via the choice of $\left(*, s_{i}\right)$ ), such that $\neg \varphi(\hat{x}, \tilde{y}, \tilde{z})$ holds.

As we know that $\forall z: \varphi(\hat{x}, \hat{y}, z)$ holds, this means that $\hat{y}$ and $\tilde{y}$ differ. Therefore, there is at least one index $j$ such that $\hat{y}_{j} \neq \tilde{y}_{j}$ and thus either $y_{j} \in \nu$ and $\left(f_{j}, s^{\prime}\right) \in M$ or $y_{j} \notin \nu$ and $\left(t_{j}, s^{\prime}\right) \in M$.

To show that $s \leq_{\mathrm{m}} t$, we use Lemma 2.5. Clearly, Condition (1) holds. We now show that $\operatorname{match}_{t}(M) \in \operatorname{Tran}_{\nu}(t)$. Clearly, $\operatorname{match}_{t}(M)=\left\{\left(*, t^{\prime}\right)\right\} \cup\left\{\left(t_{i}, t^{\prime}\right) \mid\left(t_{i}, s^{\prime}\right) \in\right.$ $M\} \cup\left\{\left(f_{i}, t^{\prime}\right) \mid\left(f_{i}, s^{\prime}\right) \in M\right\} \cup\left\{\left(t_{i}, u_{i}\right) \mid\left(t_{i}, s^{\prime}\right) \in M\right.$ and $\left.y_{i} \notin \nu\right\} \cup\left\{\left(f_{i}, v_{i}\right) \mid\left(f_{i}, s^{\prime}\right) \in M\right.$ and $\left.y_{i} \in \nu\right\}$. Due to our observation that $\tilde{y}$ and $\hat{y}$ differ, at least one of $\left(t_{i}, u_{i}\right)$ or $\left(f_{i}, v_{i}\right)$ is contained in $\operatorname{match}_{t}(M)$. Therefore, $\operatorname{match}_{t}(M) \in \operatorname{Tran}_{\nu}(t)$ and thus $s \leq_{\mathrm{m}} t$.

Let us now assume that $\forall x \exists y \forall z: \varphi(x, y, z)$ does not hold. We show that $s \not \mathbb{Z}_{\mathrm{m}} t$. Our assumption means that $\exists x \forall y \exists z: \neg \varphi(x, y, z)$ holds. Let us fix such a valuation $\hat{x}$ of $x$ and choose $\mu=\left\{x_{i} \mid \hat{x}_{i}=\mathbf{t t}\right\}$. Let $\nu \subseteq P^{\prime}$ be arbitrary and let us fix the valuation $\hat{y}$ of $y$ represented by $\nu$. Let us further fix a valuation $\hat{z}$ of $z$ such that $\neg \varphi(\hat{x}, \hat{y}, \hat{z})=\mathbf{t t}$. Choose $M=\left\{\left(t_{i}, s^{\prime}\right) \mid \hat{y}_{i}=\mathbf{t t}\right\} \cup\left\{\left(f_{i}, s^{\prime}\right) \mid \hat{y}_{i} \neq \mathbf{t t}\right\} \cup\left\{\left(*, s_{i}\right) \mid \hat{z}_{i}=\right.$ $\mathbf{t t}\} \cup\left\{\left(*, s^{\prime}\right)\right\}$. Clearly, $M \in \operatorname{Tran}_{\mu}(s)$.

We now show that $\operatorname{match}_{t}(M) \notin \operatorname{Tran}_{\nu}(t)$. To be in $\operatorname{Tran}_{\nu}(t)$ a set has to contain at least one of $\left(t_{i}, u_{i}\right)$ or $\left(f_{i}, v_{i}\right)$. However, $\operatorname{match}_{t}(M)$ does not contain any of these, as $M$ contains $\left(t_{i}, s^{\prime}\right)$ iff $y_{i} \in \nu$ and $\left(f_{i}, s^{\prime}\right)$ iff $y_{i} \notin \nu$. (See our observation about $s^{\prime} \leq_{\mathrm{m}}^{\mu, \nu} u_{i}$ and $s^{\prime} \leq_{\mathrm{m}}^{\mu, \nu} v_{i}$ above.) Therefore, $s \not \mathbb{m}_{\mathrm{m}} t$.

Although the complexity may seem discouraging in many cases, there is an important remark to make. The refinement checking may be exponential, but only in the outdegree of each state and the number of parameters, while it is polynomial in the number of states. As one may expect the outdegree and the number of parameters to be much smaller than the number of states, this means that the refinement checking may still be done in a rather efficient way. This claim is furthermore supported by the existence of efficient SAT solvers that may be employed to check the inner conditions in the modal refinement.

## 5 Modal Refinement Checking by Reduction to QBF

In this section, we show how to solve the modal refinement problem on parameterfree PMTS and on general PMTS using QBF solvers. Although modal refinement
is computationally hard ( $\Pi_{2}^{\mathrm{P}}$-complete on parameter-free PMTS and $\Pi_{4}^{\mathrm{P}}$-complete on PMTS), by using QBF solvers we obtain a feasible method for modal refinement checking, as documented by our preliminary experiments.

As mentioned, in order to decide whether modal refinement holds between two states, a reduction to a quantified Boolean formula will be used. Recall the definition of the problem $\mathrm{QBF}_{n}^{Q}$ where $Q \in\{\exists, \forall\}$ given in Definition 4.1.

### 5.1 Construction for parameter-free PMTS

Due to the completeness of QBF problems and our result in Proposition 4.4 it is possible to polynomially reduce modal refinement on parameter-free PMTS to $\mathrm{QBF}_{2}^{\forall}$. However, following the construction in Proposition 4.4 we have to perform fixed-point iterations in order to compute the refinement relation, resulting in numerous invocations of the external QBF solver. Additionally, this approach is not applicable in the PMTS case. We shall instead provide a direct reduction of modal refinement checking to $\mathrm{QBF}_{3}^{\exists}$.

Let $s \in S_{1}$ and $t \in S_{2}$ be states of two arbitrary parameter-free PMTSs $\mathcal{M}_{1}=\left(S_{1}, T_{1}, \emptyset, \Phi_{1}\right)$ and $\mathcal{M}_{2}=\left(S_{2}, T_{2}, \emptyset, \Phi_{2}\right)$. Furthermore let

$$
A p=\underbrace{\left(S_{1} \times S_{2}\right)}_{X_{R}} \uplus \underbrace{T_{1}}_{X_{T_{1}}} \uplus \underbrace{\left(S_{1} \times T_{2}\right)}_{X_{T_{2}}}
$$

be a set of atomic propositions. The intended meaning is that $(u, v) \in X_{R}$ is assigned $\mathbf{t t}$ if and only if it is also contained in the modal refinement relation $R$, while $X_{T_{1}}$ and $X_{T_{2}}$ encode transitions. A state from $S_{1}$ is attached to the set $T_{2}$, because the variables used to encode $N \in \operatorname{Tran}(t)$ with $t \in S_{2}$ must be unique for different states of $S_{1}$ in order to move the $\exists$ quantification over conjuncts in the formula.

We now construct a formula $\Psi_{s, t} \in \mathcal{B}(A p)$ satisfying

$$
\begin{equation*}
s \leq_{m} t \quad \text { iff } \quad \exists X_{R} \forall X_{T_{1}} \exists X_{T_{2}} \Psi_{s, t} \in \mathrm{QBF}_{3}^{\exists} . \tag{5.1}
\end{equation*}
$$

To this end, we shall use a macro $\psi_{u, v}$ capturing the condition which has to be satisfied by any element $(u, v) \in R$. Furthermore, we ensure that $(s, t)$ is assigned tt by every satisfying assignment for the formula by placing it directly in the conjunction:

$$
\begin{equation*}
\Psi_{s, t}=(s, t) \wedge \bigwedge_{(u, v) \in X_{R}}\left((u, v) \Rightarrow \psi_{u, v}\right) . \tag{5.2}
\end{equation*}
$$

It remains to define the formula $\psi_{u, v}$ that should guarantee that $(u, v) \in R$. We start with the modal refinement condition as a blueprint:

$$
\begin{aligned}
\forall M \in \operatorname{Tran}(u): \exists N \in \operatorname{Tran}(v): & \forall\left(a, u^{\prime}\right) \in M: \exists\left(a, v^{\prime}\right) \in N:\left(u^{\prime}, v^{\prime}\right) \in R \wedge \\
& \forall\left(a, v^{\prime}\right) \in N: \exists\left(a, u^{\prime}\right) \in M:\left(u^{\prime}, v^{\prime}\right) \in R .
\end{aligned}
$$

As $M$ and $N$ are subsets of $T_{1}(u)$ and $T_{2}(v)$, respectively, and are finite, the inner quantifiers can be expanded causing only a polynomial growth of the formula size. Further, Tran sets are replaced by the original definition and the outer quantifiers
are moved in front of $\Psi_{s, t}$. As the state obligations are defined over a different set of atomic propositions $(\Phi(v) \in \mathcal{B}((\Sigma \times S) \cup P) \notin \mathcal{B}(A p))$, a family of mapping functions $\pi_{x}$ is introduced where $x$ is either a state from $S_{1}$ or a pair of states from $S_{1} \times S_{2}$.

$$
\begin{align*}
\pi_{x}: \mathcal{B}(\Sigma \times S) & \rightarrow \mathcal{B}(A p) \\
\mathbf{t t} & \mapsto \mathbf{t t} \\
(a, v) & \mapsto(x, a, v) \quad \text { for } a \in \Sigma, v \in S \\
\neg \varphi & \mapsto \neg \pi_{x}(\varphi)  \tag{5.3}\\
\varphi_{1} \wedge \varphi_{2} & \mapsto \pi_{x}\left(\varphi_{1}\right) \wedge \pi_{x}\left(\varphi_{2}\right) \\
\varphi_{1} \vee \varphi_{2} & \mapsto \pi_{x}\left(\varphi_{1}\right) \vee \pi_{x}\left(\varphi_{2}\right)
\end{align*}
$$

Applying these steps to the blueprint yields the following result:

$$
\begin{align*}
& \psi_{u, v}=\pi_{u}\left(\Phi_{1}(u)\right) \Rightarrow \pi_{u, v}\left(\Phi_{2}(v)\right) \wedge \varphi_{u, v}  \tag{5.4}\\
& \varphi_{u, v}=\bigwedge\left(u^{*} \Rightarrow \bigvee\left(v^{*} \wedge\left(u^{\prime}, v^{\prime}\right)\right)\right) \\
& \begin{array}{c}
u^{*} \in X_{T_{1}} \quad v^{*} \in X_{T_{2}} \\
u^{*}=\left(u, a, u^{\prime}\right) v^{*}=\left(u, v, a, v^{\prime}\right)
\end{array} \\
& \wedge \bigwedge\left(v^{*} \Rightarrow \bigvee\left(u^{*} \wedge\left(u^{\prime}, v^{\prime}\right)\right)\right) .  \tag{5.5}\\
& \begin{array}{c}
v^{*} \in X_{T_{2}} \quad u^{*} \in X_{T_{1}} \\
v^{*}=\left(u, v, a, v^{\prime}\right) u^{*}=\left(u, a, u^{\prime}\right)
\end{array}
\end{align*}
$$

Theorem 5.1 For states $s, t$ of a parameter-free PMTS, we have

$$
s \leq_{m} t \quad \text { iff } \quad \exists X_{R} \forall X_{T_{1}} \exists X_{T_{2}} \Psi_{s, t} \in \mathrm{QBF}_{3}^{\exists} .
$$

Before proving the soundness and the correctness of the construction for parameter-free PMTS, a lemma is introduced to simplify this proof.
Lemma 5.2 Let $(u, v) \in S_{1} \times S_{2}$ be a pair of states. Let $\mathcal{A}_{X_{R}}, \mathcal{A}_{X_{T_{1}}}$ and $\mathcal{A}_{X_{T_{2}}}$ be partial valuations for the respective sets of atomic propositions that appear in the indices. Furthermore let $R \subseteq S_{1} \times S_{2}, M \in \operatorname{Tran}_{\emptyset}(u)$ and $N \in \operatorname{Tran}_{\emptyset}(v)$ such that $\mathcal{A}_{X_{R}}=R, \mathcal{A}_{X_{T_{1}}} \supseteq \pi_{u}(M)$ and $\mathcal{A}_{X_{T_{2}}} \supseteq \pi_{u, v}(N)$. Then $\mathcal{A}_{X_{R}} \cup \mathcal{A}_{X_{T_{1}}} \cup \mathcal{A}_{X_{T_{2}}} \models \varphi_{u, v}$ if and only if

$$
\begin{aligned}
R \cup M \cup N & =\forall\left(a, s^{\prime}\right) \in M: \exists\left(a, t^{\prime}\right) \in N:\left(s^{\prime}, t^{\prime}\right) \in R \\
& \wedge \forall\left(a, t^{\prime}\right) \in N: \exists\left(a, s^{\prime}\right) \in M:\left(s^{\prime}, t^{\prime}\right) \in R .
\end{aligned}
$$

Proof We assume the conditions of the lemma, the set $\mathcal{A}_{X}=\mathcal{A}_{X_{R}} \cup \mathcal{A}_{X_{T_{1}}} \cup \mathcal{A}_{X_{T_{2}}}$ and $\mathcal{A}_{R}=R \cup M \cup N$. Additionally, we only consider one half of the conjunction, as the other one is proven analogously.

$$
\begin{aligned}
\mathcal{A}_{R} & \models \forall\left(a, s^{\prime}\right) \in M: \exists\left(a, t^{\prime}\right) \in N:\left(s^{\prime}, t^{\prime}\right) \in R \\
\text { iff } \quad & \mathcal{A}_{R}
\end{aligned}=\bigwedge_{\left(a, s^{\prime}\right) \in T_{1}(s)}\left(\left(a, s^{\prime}\right) \in M \Rightarrow \bigvee_{\left(a, t^{\prime}\right) \in T_{2}(t)}\left(\left(a, t^{\prime}\right) \in N \wedge\left(\left(s^{\prime}, t^{\prime}\right) \in R\right)\right)\right)
$$

As $M$ and $N$ are finite sets, $\forall$ and $\exists$ quantifiers may simply be expanded. In the second step, we apply $\pi_{x}$ and substitute $\in$ with atomic propositions.

Soundness and Completeness of Theorem 5.1 For soundness, assume $s \leq_{m} t$ with the modal refinement relation $R$. As the partial valuation for $X_{R}$, we set $\mathcal{A}_{X_{R}}=R$. Furthermore let $\mathcal{A}_{X_{T_{1}}} \subseteq X_{T_{1}}$ be an arbitrary assignment. We now construct an assignment $\mathcal{A}_{X_{T_{2}}}$, such that

$$
\mathcal{A}=\mathcal{A}_{X_{R}} \cup \mathcal{A}_{X_{T_{1}}} \cup \mathcal{A}_{X_{T_{2}}}=\Psi_{s, t}
$$

holds. Without adding anything to $\mathcal{A}_{X_{T_{2}}}$, clearly $\mathcal{A} \models(s, t)$ and $\mathcal{A} \models(u, v) \Rightarrow \psi_{u, v}$ for all $(u, v) \in X_{R} \cap \bar{R}$ hold.

Let now $(u, v) \in R$ be an arbitrary pair of states. If $\mathcal{A} \not \vDash \pi_{u}(\Phi(u))$, then $\mathcal{A} \vDash \psi_{u, v}$ and $\mathcal{A} \vDash(u, v) \Rightarrow \psi_{u, v}$. Hence we assume now $\mathcal{A} \vDash \pi_{u}(\Phi(u))$. Since $(u, v) \in R$, there exists for all $M \in \operatorname{Tran}_{\emptyset}(u)$ a set $N$, such that the condition holds, which is included in the assignment $\mathcal{A}_{X_{T_{2}}} \supseteq \pi_{u, v}(N)$. This can safely be done due to the prefixing and with Lemma 5.2 we get $\mathcal{A} \models \varphi_{u, v}$ and $\mathcal{A} \models(u, v) \Rightarrow \psi_{u, v}$.

As a valuation $\mathcal{A}$ can be constructed for a fixed modal refinement relation, such that for all subsets of $X_{T_{1}}$ it satisfies the formula, $\exists X_{R} \forall X_{T_{1}} \exists X_{T_{2}} \Psi_{s, t} \in \mathrm{QBF}_{3}^{\exists}$ holds.

For completeness, we now assume

$$
\exists X_{R} \forall X_{T_{1}} \exists X_{T_{2}} \Psi_{s, t} \in \mathrm{QBF}_{3}^{\exists} .
$$

Then there exists a partial valuation $\mathcal{A}_{X_{R}} \subseteq \mathcal{A}$ for $X_{R}$, which satisfies $\Psi_{s, t} . R$ is simply constructed by setting $R=\mathcal{A}_{X_{R}}$. Clearly $(s, t) \in R$. Let now $(u, v) \in R$ be an arbitrary pair of states. As (5.4) is satisfied for this pair, either $\Phi(u)$ is unsatisfiable and there simply exists no $M \in \operatorname{Tran}_{\emptyset}(s)$ or for the chosen $M=\pi_{u}^{-1}\left(\mathcal{A}_{X_{T_{1}}}\right)$ exists a $N=\pi_{u, v}^{-1}\left(\mathcal{A}_{X_{T_{2}}}\right)$. By Lemma 5.2 the modal refinement condition holds for this arbitrary pair. Hence $R$ is a modal refinement relation.

Finally, we show that the reduction indeed takes only polynomial time. For this observe that (5.5) is in $\mathcal{O}\left(\left|T_{1}(u) \| T_{2}(v)\right|\right)$. Therefore (5.4) is in $\mathcal{O}\left(\left|T_{1}(u)\right|\left|T_{2}(v)\right|+\right.$ $\left.\left|\Phi_{1}(u)\right|+\left|\Phi_{2}(v)\right|\right)$. Leading to a total formula size of

$$
\mathcal{O}\left(\left|S_{1}\right|\left|S_{2}\right|\left(\left|T_{1}\right|\left|T_{2}\right|+\left|\Phi_{1}\right|+\left|\Phi_{2}\right|\right)\right) .
$$

### 5.2 Construction for PMTS

We now reduce the modal refinement on PMTS to $\mathrm{QBF}_{4}^{\forall}$, which corresponds directly to the complexity result for this problem proved in the present article. Nevertheless, due to the first existential quantification in $\forall \exists \forall \exists$ alternation sequence, we can still guess the refinement relation using the QBF solver rather than to do the lengthy fixed-point computation.

In the PMTS case, we have to find for all parameter valuations for the system of $s$ a valuation for the system of $t$, such that there exists a modal refinement relation containing $(s, t)$. We simply choose universally a valuation for the parameters of the left system (the underlying system of $s$ ) and then existentially for the right system (the underlying system of $t$ ). Prior to checking modal refinement, the valuations
are fixed, so the PMTS becomes a parameter-free PMTS. This is accomplished by extending $A p$ with $P_{1}$ and $P_{2}$ and adding the necessary quantifiers to the formula. Thus we obtain the following:

Theorem 5.3 For states $s, t$ of a PMTS, we have

$$
s \leq_{m} t \quad \text { iff } \quad \forall P_{1} \exists P_{2} \exists X_{R} \forall X_{T_{1}} \exists X_{T_{2}} \Psi_{s, t} \in \mathrm{QBF}_{4}^{\forall} .
$$

### 5.3 Experimental Results

We now show how our method performs in practice by implementing the reduction and linking it to the QBF solver Quantor ${ }^{2}$. In order to evaluate whether our solution scales, we generated several random samples of MTS and parametric MTS with a different number of parameters ranging from 0 to 20 (as displayed in Table 5.1 in parentheses). The systems use two different actions and the edges were generated randomly so that they create a tree with some additional "noise" edges to reach the specified number of outgoing transitions. In order to simulate a step-wise refinement, we took these randomly generated systems and performed a few randomised operations, such as insertion and removal of actions, states and transitions, as well as changes to the transition labels or to the obligation function of a state. Table 5.1 is split according to the instances where the modal refinement (after a few randomised changes were performed) remained satisfied and where it became unsatisfied. The degree of the random graph is the number of outgoing transitions from each state. Given the fixed two-letter action alphabet, the higher the degree the more nondeterminism is present in the generated systems.

The entries in the tables are average running times in seconds with around $90 \%$ of the time used by the external QBF solver. The standard deviation in our experiments ranged from 10 to $60 \%$, a few exceptions are noted with a footnote. The reason why the refinement checking takes occasionally significantly more time is likely due to the fact that the generated graphs are hard instances for the QBF solver (for the chosen heuristic). The experiments were performed on an Intel Core i7 (2.7 Ghz) with 16 GB RAM using Java 1.8.

On the one hand, we can observe that the number of parameters does not generally play any major role in the running time, excluding some rare cases. The running times on PMTS with 20 parameters are close to parameter-free PMTS. Therefore, the greatest theoretical complexity threat - the number of parameters requiring in general a search through exponentially many combinations-seems to be in practice eliminated by the use of QBF solvers.

On the other hand, observe that the running time is affected by the level of nondeterminism (degree). This effect is more emphasised as the number of parameters increases. However, the level of nondeterminism in many applications is often quite low [18, hence this dependency does not pose a serious problem in practice.

The method is implemented within the tool MoTraS [37, which is equipped with a graphical as well as a command-line interface. More information on the tool and the data used to perform this experimental evaluation can be found at https://www7.in.tum.de/~kretinsk/motras.html.

[^2]Table 5.1: Experimental results: degree is the number of outgoing transitions and the size of the problem is the number of states

| degree 2 (satisfied) | 50 | 100 | 150 | 200 | 250 | 300 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MTS | 0.17 | 0.36 | 0.82 | 1.44 | 2.31 | 3.4 |
| PMTS (0) | 0.08 | 0.34 | 0.79 | 1.45 | 2.42 | 3.23 |
| PMTS (1) | 0.08 | 0.39 | 0.93 | 1.69 | 2.70 | 3.82 |
| PMTS (5) | 0.09 | 0.42 | 0.92 | 1.79 | 2.79 | 3.91 |
| PMTS (20) | 0.09 | 0.57 | 1.11 | 4.53 | $32.38]^{3}$ | $37.85{ }^{4}$ |
| degree 2 (unsatisfied) | 50 | 100 | 150 | 200 | 250 | 300 |
| MTS | 0.09 | 0.36 | 0.81 | 1.50 | 2.34 | 3.21 |
| PMTS (0) | 0.08 | 0.36 | 0.78 | 1.51 | 2.38 | 3.43 |
| PMTS (1) | 0.09 | 0.39 | 0.82 | 1.62 | 2.71 | 3.74 |
| PMTS (5) | 0.09 | 0.39 | 0.89 | 1.66 | 2.83 | 3.80 |
| PMTS (20) | 0.09 | 0.42 | 0.97 | 2.01 | 2.93 | 4.32 |
| degree 3 (satisfied) | 50 | 100 | 150 | 200 | 250 | 300 |
| MTS | 0.31 | 0.94 | 2.22 | 4.03 | 6.59 | 9.48 |
| PMTS (0) | 0.20 | 0.91 | 2.23 | 4.00 | 6.65 | 9.56 |
| PMTS (1) | 0.27 | 1.04 | 2.73 | 4.60 | 7.79 | 11.61 |
| PMTS (5) | 0.24 | 1.10 | 2.73 | 5.05 | 8.21 | 12.19 |
| PMTS (20) | 0.34 | 1.34 | 3.06 | 6.34 | 11.21 | $227.55{ }^{5}$ |
| degree 3 (unsatisfied) | 50 | 100 | 150 | 200 | 250 | 300 |
| MTS | 0.20 | 0.82 | 2.13 | 3.79 | 6.36 | 8.85 |
| PMTS (0) | 0.21 | 0.87 | 2.17 | 4.05 | 6.59 | 8.85 |
| PMTS (1) | 0.26 | 0.99 | 2.48 | 4.55 | 7.46 | 10.99 |
| PMTS (5) | 0.28 | 1.13 | 2.83 | 4.96 | 8.42 | 11.63 |
| PMTS (20) | 0.28 | 1.11 | 3.22 | 5.83 | 8.98 | 12.69 |
| degree 5 (satisfied) | 50 | 100 | 150 | 200 | 250 | 300 |
| MTS | 0.79 | 2.89 | 6.69 | 12.88 | 19.79 | 30.27 |
| PMTS (0) | 0.89 | 3.54 | 8.64 | 16.83 | 26.29 | 38.27 |
| PMTS (1) | 2.24 | 8.86 | 22.02 | 41.94 | 81.86 | 113.59 |
| PMTS (5) | 3.32 | 8.64 | 16.91 | 38.17 | 58.31 | 95.79 |
| PMTS (20) | 1.42 | 7.59 | 21.69 | $80.29{ }^{6}$ | 61.84 | 116.24 |
| degree 5 (unsatisfied) | 50 | 100 | 150 | 200 | 250 | 300 |
| MTS | 0.72 | 2.81 | 6.50 | 12.45 | 19.45 | 29.58 |
| PMTS (0) | 0.83 | 4.23 | 8.51 | 14.89 | 25.33 | 37.79 |
| PMTS (1) | 1.79 | 9.25 | 29.66 | 56.53 | 69.69 | 83.31 |
| PMTS (5) | 2.89 | 7.60 | 20.14 | 42.45 | 64.86 | 89.23 |
| PMTS (20) | 1.21 | 6.87 | 20.75 | 40.51 | 47.54 | 97.75 |

[^3]
## 6 Conclusion

We have introduced an extension of modal transition systems called PMTS for parametric systems. The formalism is general enough to capture several features missing in the other extensions, while at the same time it offers an easy to understand semantics and a natural notion of modal refinement that specialises to the wellknown refinements already studied on the subclasses of PMTS. We provided a comprehensive overview of complexity of refinement checking on PMTS and its subclasses, showed a direct encoding of the problem into QBF and discussed its applicability on preliminary experiments with random graphs. The conclusion we can draw is that the refinement checking scales well with the growing number of parameters but it is more sensitive to the degree of nondeterminism. A more thorough experimental evaluation on larger case studies is left as future work.
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